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Abstract: The amount of spam is increasing rapidly while the popularity of emails is increasing. This situation has led to the 

need to filter spam emails. To date, many knowledge-based, learning-based, and clustering-based methods have been developed 

for filtering spam emails. In this study, machine-learning-based spam detection was targeted, and C4.5, ID3, RndTree, C-

Support Vector Classification (C-SVC), and Naïve Bayes algorithms were used for email spam detection. In addition, feature 

selection and data transformation methods were used to increase spam detection success. Experiments were performed on the 

UC Irvine Machine Learning Repository (UCI) spambase dataset, and the results were compared for accuracy, Receiver 

Operating Characteristic (ROC) analysis, and classification speed. According to the accuracy comparison, the C-SVC algorithm 

gave the highest accuracy with 93.13%, followed by the RndTree algorithm. According to the ROC analysis, the RndTree 

algorithm gave the best Area Under Curve (AUC) value of 0.999, while the C4.5 algorithm gave the second-best result. The most 

successful methods in terms of classification speed are Naïve Bayes and RndTree algorithms. In the experiments, it was seen 

that feature selection and data transformation methods increased spam detection success. The binary transformation that 

increased the classification success the most and the feature selection method was forward selection. 
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1. Introduction 

Email is one of the most frequently used services on the 

internet, as it is a low-cost, popular and fast 

communication tool [41]. However, the increasing 

number of spam emails makes email communication 

problematic and insecure [12, 25]. Spam mails are a 

major security concern as they contain misleading 

banking transactions, phishing, and malware attacks 

[19]. They host many viruses, trojans, phishing attacks, 

and malware [29]. In addition to these problems, spam 

e-mails consume network traffic in vain, making it 

difficult to deal with them [3]. 

The first thing to be done to struggle with spam 

emails is to classify emails according to whether they 

are spam or not [34]. The changing content of spam 

emails makes it difficult to classify them, but the 

classification is necessary to fight spam [4]. Many 

knowledge-based and machine learning-based methods 

have been proposed so far for the classification of spam 

emails [15, 23, 35]. In particular, the number of methods 

based on machine learning is increasing day by day. In 

this context, probability-based, decision tree-based, 

support vector machines-based [9], artificial neural 

networks-based [11], and state-based [14] studies are 

used in spam detection.  

One of the algorithms frequently used in spam 

detection is the Naive Bayes algorithm [5]. In a study by 

Yitagesu and Tijare [42], the naïve bayes algorithm was 

used together with Support Vector Machines (SVM) 

and the K-Nearest Neighbor algorithm (K-NN) for spam 

detection. In that study, the Naïve Bayes algorithm gave 

the highest classification accuracy. Sao and Prashanti 

[33] used Naive Bayes and Support Vector Machine 

algorithms together and experimented with the 

Lingspam dataset. In that study, the Naïve Bayes 

algorithm outperformed the support vector machine 

algorithm. Rusland et al. [32] used the Naïve Bayes 

algorithm on two datasets and compared the results 

according to accuracy, recall, precision, and F-measure. 

The study was handled by three stages data 

preprocessing, feature selection, and classification with 

Naive Bayes. In experiments with the WEKA tool, 

91.13% accuracy on Spam Data and 82.54% accuracy 

on the SpamBase dataset were obtained. 

Decision tree-based methods are also frequently used 

in spam detection. In one of these studies, Balakumar 

and Ganeshkumar [7] used decision tree algorithms 

named J48, Rndtree, BFtree, REPtree, Logistic Model 

Tree (LMT), and simple Classification and Regression 

Tree (CART) for spam detection. Classifiers were 

evaluated on the UC Irvine Machine Learning 

Repository (UCI) spambase dataset and with the Weka 

tool. According to the classification results, the most 

successful classifier was the RndTree algorithm with 

99%. In the study by Shrivastava and Dubey [37], Naive 

Bayes, RandomForest, RandomTree, REPTree and J48 

algorithms were run on the UCI spambase dataset and 
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92% classification accuracy was obtained. Sharaf et al. 

[36] used decision tree algorithms named ID3, J48, 

Simple Cart, and Active Directory Tree (AD Tree) for 

spam detection. The dataset used is Enron, the machine 

learning tool used is Weka. The highest accuracy rate 

obtained in the study belongs to the J48 algorithm with 

92.7%. In another study, Bassiouni et al. [8] used ten 

different classification algorithms for spam detection. 

The dataset used in the study is the UCI spambase 

dataset. The highest classification accuracy they 

obtained belongs to the Random Forest algorithm with 

95.45%. Spam detection has been made not only for e-

mails but also for Twitter messages [28]. The data set 

used in the study on Twitter messages was obtained with 

the Twitter API. At the end of the experimental studies, 

the Random Forest algorithm gave the best results. The 

f-measure value obtained was 95.7%. 

Awad and Foqoha [6] used a combination of Radial 

Basis Function Neural Network (RBFNN) and Particle 

Swarm Optimization (PSO) algorithms for spam 

detection. The highest classification accuracy in 

experiments, with different numbers of layers and 

different numbers of nodes, was obtained as 93.1%. A 

method based on natural language processing has been 

used for spam detection [13] and more effective filtering 

of spam emails is provided by word root finding and 

hashing technique. Abdulhamid et al. [1] presented an 

approach based on performance analysis using some 

classification techniques such as bayesian logistic 

regression, hidden naïve bayes, logit boost, rotation 

forest, logistic model tree, and REP Tree. Techniques 

were compared with accuracy, precision, recall, f-

measure, mean square error, receiver operator 

characteristic area, and root relative squared error using 

the spambase dataset and WEKA data mining tool. By 

the experimental results, the highest accuracy and the 

lowest accuracy were 0.942, and 0.891 according to the 

Rotation Forest algorithm and the REP Tree algorithm. 

Yüksel et al. [43] used the Support Vector Machine and 

Decision tree for spam filtering. Algorithms are trained 

and evaluated through the Microsoft Azure platform. 

The result of the SVM method is 97.6% and for the 

Decision tree is 82.6%. The result indicates that the 

SVM classifier outperforms Decision Tree (DT). 

It has emerged as a solution method in using natural 

language processing approaches to detect spam. 

Kontsewayaa et al. [22] used Naive Bayes, K Nearest 

Neighbor, SVM, Logistic regression, Decision tree, and 

Random forest algorithms for spam detection supported 

by natural language processing. According to the results 

of this study, Logistic regression and NB gave 99% 

accuracy. The results showed that filtering methods can 

be used to create a smarter spam detection classifier. 

Srinivasan et al. [38] presented the effect of word 

embedding in deep learning for email spam detection, 

the proposed method outperformed other classical email 

representation methods. The rapid development in the 

field of Internet of Things leads to many malicious 

attacks as it hosts many smart objects that do not have 

an effective security framework. In a study by 

Manoharan et al. [26] is proposed for multi-channel 

Convolutional Neural Network (CNN) malware 

detection. This model has two channels connected in 

parallel, where one CNN receives an opcode sequence 

as input and the other CNN operates with system calls. 

Performance analyzes for the aforementioned study 

were performed and evaluated using accuracy, 

precision, recall, F1-measure and time. Experimental 

results show that multi-channel CNN outperforms other 

considered techniques, achieving a high accuracy of 

99.8% to classify malicious samples from benign ones. 

Word embeddings were used in spam detection by 

AbdulNabi and Yaseen [2] and classification was made 

with the Bidirectional Encoder Representations from 

Transformers (BERT)  model. The results obtained 

from the experiments were compared with baseline 

DNN, classical KNN, and Naïve Bayes algorithms. The 

highest classification success achieved with the BERT 

model was reported as 98.67%. In addition to natural 

language processing methods, optimization methods are 

also used in spam detection. In one of these studies, 

Mashaleha et al. [27] integrated the k nearest neighbor 

algorithm with the Harris Hawk Optimizer algorithm 

and used it in spam detection. The spam detection 

success of the proposed model surpassed other 

optimization algorithms and 94.3% accuracy was 

achieved. 

In this study, C4.5, RndTree, Naive Bayes, C-SVC, 

and ID3 algorithms are used for spam detection. Feature 

selection and data transformation are used to increase 

the success of spam detection. In feature selection, 

Backward Logit, Forward Logit, and ReliefF algorithms 

are applied to the original feature set. Then the effect of 

the selected features on the classification success was 

measured. Relative transformation, binary 

transformation, and logarithmic transformation are 

performed at the data transformation stage, and the 

results are reported. The output of the study is to show 

the effect of feature selection and data transformation 

after finding the most effective classification algorithm 

in UCI spambase data. 

2. Methodology  

This study aims to introduce a machine learning-based 

model that will filter spam emails. With the help of 

machine learning algorithms, spam detection models 

will be created from the training data then spam 

detection will be made on the test data. In our study, 

C4.5, ID3, RndTree, C-SVC, and Naive Bayes 

algorithms are used. Feature selection and data 

transformation methods will be applied to the data to 

increase spam detection success. For feature selection, 

forward selection, fisher filtering, and relief methods are 

used for data transformation, relative, binary and 

logarithmic transformation. 
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2.1. Classification Algorithms 

Three of the algorithms to be used in spam detection are 

decision tree-based algorithms. Others are support 

vector machine-based C-SVC algorithm and Naïve 

Bayes algorithm. The selected algorithms are classifiers 

with high performance and previously used in spam 

detection. 

ID3 and C4.5 are machine learning algorithms 

introduced by Quinlan to obtain a decision tree from a 

dataset [30]. The ID3 algorithm is the predecessor of the 

C4.5 algorithms. Both algorithms construct a tree from 

the labeled training data with the help of information 

gain. For the information gain calculation, the entropy 

values of the parent and child nodes are needed. The 

homogeneity of the parent node, t being the parent node, 

is calculated as in Equation (1) below.  
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The entropy value is calculated for pre-partition (parent) 

and post-splitting (i), and information gain is obtained 

as seen in Equation (2). 
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The Entropy value is obtained before and after the 

splitting of the parent node, and information gain is 

calculated from the difference. If the information gain is 

a positive value, the node is split otherwise it is not. 

Thus, the tree expands or stops. Since decision trees are 

easy to interpret and develop, they have been used to 

solve many problems until today. 

Random tree, which is a category of decision trees, 

creates a type of random forest algorithm [10]. Thanks 

to the Ensemble technique, classification performance 

is improved with the help of re-weighting and training 

data. 

Support vector machines are one of the most 

powerful classifiers in machine learning. The equations 

for the linear support vector machine are as given below. 

The data points x, and w denotes the coefficients, and b 

is the intersection value. 

wTx+b = 0 

wTx+b < 0 
wTx+b > 0 

The purpose of the algorithm is to separate the classes 

from each other in a way that maximizes the margin. In 

margin maximization, support vectors are taken into 

account instead of all data. The distance between the 

support vectors and the hyperplane is 1/||w|| and the 

distance between the support vectors of both classes is 

2/||w||. By maximizing the margin, points in different 

classes will be distributed as far as possible from each 

other then a more successful classification will be made. 

The algorithm was originally designed for linearly 

separable spaces and later became usable for nonlinear 

forms. The four basic kernel functions are seen in Table 

1. 

Table 1. Kernel functions. 

Linear kernel K(x, y)=xTy 

Polynomial kernel (degree of d) K(x, y) =(xTy+c)d 

Radial basis kernel (RBF) 

K(x, y) =
2

2

2

y

e




x

 

Sigmoid kernel K(x, y) =tanh(αxTy+c) 

 

Linear kernel and RBF kernel are often used from 

kernel functions. In this study, a support vector classifier 

with a linear kernel named C-Support Vector Classifier 

(C-SVC) was used from the LibSVM library [40]. 

The naïve bayes algorithm is a fast algorithm that 

makes classification based on probability theory [24]. 

According to Bayes' theorem, the probability of event A 

to be in class C can be given as follows, to present a 

single event A. 
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When event A is presented with more than one attribute 

value, the probability of it occurring in class Cj was 

given event A will be presented as follows. 
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To solve the above equation, )|( 21 jn CAAAP   value 

needs to be obtained. This value is calculated according 

to the naive approach as follows. 

P (A1, A2, …, An |Cj) = P(A1| Cj) P(A2| Cj)… P(An| Cj) 

2.2. Feature Selection 

In this study, Backward Elimination, Forward Selection, 

ReliefF, and Fisher Filtering methods were used for 

feature selection. Backward Elimination and Forward 

Selection methods are Stepwise regression models. 

Stepwise regression is a method of fitting regression 

models in which the selection of prediction variables is 

performed by an automatic procedure. 

The Backward elimination method starts with all 

candidate variables and tests variable removal 

according to a selected criterion and confirms variable 

deletion when variable deletion causes an insignificant 

change in the model [18]. This process continues until 

no candidate variable remains. Methods such as F-test 

or t-test are used as selection criteria. Forward selection 

starts with a zero variable and tests the addition of a 

candidate variable to the feature set according to a 

selected criterion, then aims to add the candidate 

variable even if adding a variable causes a significant 

improvement. 

ReliefF algorithm is a feature selection method that 

was developed by Kira and Rendell [20] and uses the 

filtering technique in feature selection. It was first 

developed by binary classification problems with 

discrete and numerical properties. Then, a score-based 

method was added for feature selection. Thus, a ranking 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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is obtained from important features to unimportant 

features according to the score order. 

One of the methods used in this study is the Fisher 

Filtering method. It is one of the supervised learning 

techniques using the filtering method in feature 

selection [16]. The Fisher filtering method obtains a 

score for each candidate variable. The purpose of this 

score is to obtain features with high distinctiveness. 

Characteristics with high scores are those with a high 

correlation with the target variable. 

2.3. Data Transformation 

The success of machine learning algorithms is affected 

by the transformation of data. While the data with 

reduced variance sometimes affects the higher 

classification success, sometimes it can be the opposite. 

In order to present fr, an e-mail, fri, the ith attribute value 

in that mail, the conversion from fri to 𝑓𝑟𝑖
𝑛𝑒𝑤was 

performed by three different methods: 

1) Relative transformation. 

2) Binary transformation. 

3) Logarithmic transformation.  

Thanks to the relative transformation, property values 

are scaled to the range 0-1. Transformation, it can be 

presented as 𝑓𝑟𝑖
𝑛𝑒𝑤 = 𝑓𝑟𝑖/ ∑ 𝑓𝑟𝑖

𝑚
𝑖=1 . Relative 

transformation allows equal representation of vectors of 

different lengths. Binary transformation refers to the 

conversion of continuous data to binary data. The 

operation is performed according to the following 

transformation. 

 
if fri>0  

𝑓𝑟𝑖
𝑛𝑒𝑤 = 1  

else  

𝑓𝑟𝑖
𝑛𝑒𝑤 = 0  

 

In logarithmic transformation, logarithm values are 

taken according to the base 10 of the feature values. The 

conversion is presented as 𝑓𝑟𝑖
𝑛𝑒𝑤 = 𝑙𝑜𝑔10(𝑓𝑟𝑖). By 

using this transformation, the effect of deviations in the 

data is minimized. 

3. Experimental Study 

In this study, the UCI spambase dataset [39] was used 

to evaluate the performance of spam detection. 

Spambase dataset contains 4601 records that consist of 

58 attributes. Details of these attributes are presented in 

Table 2.  

Table 2. UCI spambase dataset details 

Attributes  Descriptions Type 

w1-w48 Number of times the word appeared in the email/total 

number of words in the email 

Continuous 

w49-w54 Total number of some characters/total number of 

characters in email 

Continuous 

w55 The average length of continuous capital letter strings Continuous 

w56 Length of a longest continuous string of capital letters Continuous 

w57 Total capitalization in email Integer 

w58 Indicates whether the e-mail is considered spam (1) (0), 
that is, whether it is considered spam. 

{0,1}  

Each attribute is labeled as w1, w2…, w57 for ease 

of tracking. The last attribute (w58) introduces the class 

variable.  

Spambase data was classified according to the 

algorithms specified in the method section. The 

classification was made with the original data set then 

the data with feature selection was applied. Then, the 

results were obtained by applying data transformation to 

these data. Thus, after the classifier performance in the 

original data was determined, the performance after 

feature selection and data transformation was obtained. 

A comparison of methods was performed based on 

accuracy and ROC analysis. The preferred model 

evaluation method for comparing algorithms is the 10-

fold cross-validation method. After comparing the 

methods in terms of accuracy, it was compared in terms 

of processing time and previous studies. The 

experiments were carried out with the help of a machine 

learning tool called Tanagra [31]. The parameters used 

in the experiments are given in Table 3. 

Table 3. Algorithms and parameter values. 

Algorithms The parameters and values 

C4.5 The minimum size of leaves 5 

Confidence level 0.25 
 

ID3 Min size for split 200 

Min size of leaves 50 

Max depth of the tree 10 
 

RndTree Selected attributes -1 
 

C-SVC  The degree of kernel 

function 

1 

Gamma 0 

Coefficient 0 0 

The complexity 1 
 

Naïve Bayes Lambda 0 
 

 

Firstly, classifiers were run with original values (non-

selected and non-transformed). Then, classifiers are run 

with selected features and transformed values. Finally, 

the results are compared. Thus the effect of feature 

selection and feature transformation in the classifiers 

can be seen. 

3.1. Results based on Feature Selection and 

Feature Transformation 

At the beginning of the experimental studies, feature 

selection algorithms were run for sub-feature sets. The 

sub-feature sets obtained from the feature selection 

algorithms are given in Table 4. 

Table 4. Feature selection methods and sub-feature sets. 

Feature selection  Sub feature sets 

Forward 

selection 

w57, w7, w23, w53, w25, w27, w17, w16, w12, w46, 
w2, w45, w42, w38, w56, w39, w52, w55, w30, w33, 

w49 

Fisher Filtering w57, w56, w55, w7, w27, w23, w25, w53, w30, w26 

ReliefF w27, w32, w2, w34, w40, w57, w28, w19, w12, w30 

 

According to Fisher filtering and ReliefF method, 

the best 10 features with high classification were 

selected. On the other hand, 21 features were selected 



Highly Accurate Spam Detection with the Help of Feature Selection and ...                                                                                33 

with the Forward Selection method. The backward 

elimination method, on the other hand, did not select the 

feature set. For this reason, the output of backward 

elimination could not be used in the experiments. 

In addition to feature selection, the effect of data 

transformation was also evaluated in this study. For this, 

results were found according to three different 

transformation methods, the details of which are 

presented in the methodology section. Therefore, five 

different algorithms were run according to a total of 16 

different setups for four different feature sets (one with 

all features and the other three with the output of feature 

selection methods) and four different data values (one 

original data and three transformed data) were then 

compared in terms of ROC analysis. Summary 

information about 80 experiments performed is 

presented in Tables 5 and 6. 

Table 5. Comparison of algorithms in terms of correct recognition. 

Feature selection Data transformation C4.5 ID3 Rnd Tree C-SVC Naïve Bayes 

All attributes Original 90.08 88.76 90.83 80.89 78.87 

Relative transformation 90.78 88.76 90.59 80.09 78.87 

Binary transformation 91.28 88.80 90.91 93.13 86.76 

Logarithmic transformation 89.85 86.22 90.07 83.85 75.43 

Forward selection Original 91.33 88.33 90.43 78.76 77.07 

Relative transformation 91.33 88.33 90.80 78.70 77.11 

Binary transformation 90.07 88.87 88.76 90.70 88.57 

Logarithmic transformation 91.13 87.54 89.98 80.02 75.83 

Fisher Filtering Original 88.50 85.87 86.80 73.70 74.89 

Relative transformation 88.50 85.87 86.80 73.70 74.89 

Binary transformation 87.72 86.96 86.89 87.35 87.37 

Logarithmic transformation 89.24 84.61 87.96 78.43 76.02 

ReliefF Original 80.33 77.46 78.85 69.67 68.00 

Relative transformation 80.33 77.46 78.85 69.67 68.00 

Binary transformation 73.85 70.46 72.93 68.20 74.91 

Logarithmic transformation 81.54 77.04 80.13 76.33 73.96 

Table 6. Comparison of classifiers in terms of ROC analysis. 

Feature selection Data transformation C4.5 ID3 Rnd Tree C-SVC Naïve Bayes 

All attributes Original 0.9901 0.9550 0.9988 0.8872 0.9042 

Relative transformation 0.9859 0.9550 0.9989 0.8872 0.8281 

Binary transformation 0.9810 0.9500 0.9903 0.8872 0.8990 

Logarithmic transformation 0.9797 0.9270 0.9989 0.8872 0.8270 

Forward selection Original 0.9860 0.9530 0.9980 0.8870 0.7810 

Relative transformation 0.9860 0.9530 0.9980 0.8870 0.7810 

Binary transformation 0.9620 0.9460 0.9701 0.8870 0.9110 

Logarithmic transformation 0.9810 0.9330 0.9990 0.8870 0.8260 

Fisher Filtering Original 0.9770 0.9560 0.9900 0.8870 0.7310 

Relative transformation 0.9770 0.9560 0.9900 0.8870 0.7310 

Binary transformation 0.9390 0.9490 0.9470 0.8870 0.9380 

Logarithmic transformation 0.9780 0.9150 0.9890 0.8870 0.8340 

ReliefF Original 0.9380 0.8560 0.9540 0.8870 0.6560 

Relative transformation 0.9380 0.8560 0.9540 0.8870 0.6560 

Binary transformation 0.8520 0.8510 0.8550 0.8870 0.7930 

Logarithmic transformation 0.9470 0.8700 0.9780 0.8870 0.8190 

Table 5 shows the effect of feature selection and data 

transformation methods on classifiers. The classifier C-

SVC algorithm gives the highest accuracy obtained as a 

result of the studies done. C-SVC algorithm was 

followed with RndTree and C4.5 algorithms. This result 

was obtained with the help of binary transformation on 

the original data set. Naïve Bayes was the algorithm that 

gave the lowest result in experimental studies. This 

value was obtained in the data set in which the feature 

set obtained with the ReliefF algorithm was subjected to 

a relative transformation. 

Accuracy-based comparison is not an adequate 

comparison method on its own, especially in 

unbalanced data sets. Therefore, ROC analysis based on 

false positive rate and true positive rate values was 

needed. ROC analysis helps us to choose the model that 

is successful in binary classification problems. In this 

study, the performance of each model is given by the 

area under the curve value. Again, results were obtained 

for 16 different setups and 5 different algorithms, and 

the results are presented in Table 6. 

When we compared the classifiers according to the 

AUC values, the RndTree algorithm gave the highest 

performance. It was followed with C4.5 and ID3 

algorithms, respectively. The C-SVC algorithm, which 

gave the best results by the accuracy rates, gave one of 

the most unsuccessful results according to the ROC 

values. As with the accuracy rates, the Naïve Bayes 

algorithm gave the lowest result. In addition, the AUC 

values obtained from the C-SVC algorithm gave almost 

the same results in all experiments. In terms of a feature 

selection effect, original features and forward selection 
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outputs gave similar results. In data transformation, the 

original features and log transformation gave better 

results. The most successful transformation method was 

the relative transformation method. The feature 

selection method that gave the lowest result was 

ReliefF. 

3.2. Comparison of Algorithms in Terms of 

Processing Times  

Spam detection is one of the applications where 

classification speed is needed. Therefore, the 

measurement of classification speed will be an option in 

classifier selection. Processing times were measured 

when comparing the classifiers in terms of speed. The 

values were measured on a computer with an Intel (R) 

Core (TM) i5-6200U processor and 16 GB of physical 

memory. The measurement of processing times is 

presented below. In addition, since the processing times 

are related to the number of features, the effect of the 

feature selection method in the time measurement was 

also measured. So, it will be possible to choose the 

lower dimensional one out of two feature sets that give 

the same result. The relationship between feature 

conversion and duration was not measured. Because the 

duration that affects the number of features is not related 

to the value of the feature. Algorithms in terms of 

processing time are presented in Table 7. 

Table 7. Algorithms in terms of processing time. 

 Time (ms) 

Algorithm Orjinal Forward 

Selection 

Fisher 

Filtering 

ReliefF 

C4.5 5109 2390 1360 1360 

ID3 2313 1562 734 2254 

RndTree 1968 1234 937 890 

C-SVC 15407 13422 8485 8954 

Naive Bayes 546 375 375 359 

 

The fastest algorithm according to the classification 

times is the naïve bayes algorithm. This result explains 

why the Naïve Bayes algorithm is used in commercial 

products. The method with the longest classification 

time is the C-SVC algorithm. The complexity of the 

algorithm affected the classification speed. In addition, 

feature selection methods also affected the duration in 

general. Datasets with fewer features were classified in 

a shorter time, while others took longer to classify. The 

RndTree algorithm, which is at the top in accuracy and 

ROC values, was the second most successful algorithm 

in terms of time. Although the Naïve Bayes algorithm is 

the fastest, its low performance in terms of the other two 

factors affects the algorithm negatively. 

3.3. Comparison with Past Studies 

In this section, some studies use machine learning 

algorithms for spam detection. Our study was compared 

with the studies in the literature. Summary information 

is given in Table 8. 

Table 8. Comparison of our study and other studies. 

Author(s) Method Dataset Accuracy/Performance 

Rusland et al. [32] Naïve Bayes 

Spam data 

UCI 

Spambase 
dataset 

91.13% 

82.54% 

Balakumar and 

Ganeshkumar [7] 

J48, Rndtree, 

BFtree, REPtree, 
LMT and simple 

CART 

UCI 

Spambase 

dataset 

RndTree 
(99%) 

Shrivastava and 

Dubey [37] 

Naive Bayes, 
RandomForest, 

RandomTree, 

REPTree and 
J48 

UCI 

Spambase 

dataset 

RandomTree 
(About 92%) 

Sharaf et al. [36] 

ID3, J48, Simple 

Cart and 

ADTree 

Enron 
dataset 

J48 (92.7%) 

ID3 (89.1%) 
ADTree (90.9%) 

Simple Cart (92.6%) 

Bassiouni et al. [8] Random Forest 

UCI 

Spambase 

data 

Random Forest 

(95.45%) 

McCord and 

Chuah [28] 
Random Forest 

Twitter 

dataset 
f-score = 95.7 

Awad and Foqoha 

[6] 
RBFNN ve PSO 

UCI 

Spambase 

data 

RBFNN & PSO (93.1%) 

Abdulhamit et al. 

[1] 

Bayesian 

Logistic 

Regression, 
Hidden Naïve 

Bayes, Logit 

Boost, Rotation 
Forest, Logistic 

Model Tree, 

REP Tree 

UCI 

Spambase 

dataset 

Rotation Forest 
(94.2%) 

Our study 

C4.5, ID3, 

RndTree, C-

SVC, Naive 
Bayes 

UCI 
Spambase 

dataset 

C-SVC (93.13%) 

 

Knowledge-based and machine learning-based 

methods are frequently used in spam detection. Machine 

learning-based methods are also known as content 

filtering methods. Naïve Bayes, Random Forest, 

Support Vector Machines, Decision Tree Algorithms, 

and artificial neural networks have been used in 

machine learning-based spam detection. Similar to the 

literature, Decision Trees, Support Vector Machine, and 

Naïve Bayes algorithm were used for spam detection in 

our study. In spam detection studies, data sets such as 

Spambase [39], Enron [21], and Spam assassin [17] 

were preferred. The most frequently used dataset in our 

research is the UCI spambase dataset. Therefore, the 

UCI spambase dataset was used in this study. One of the 

remarkable issues in past studies is the frequent use of 

machine  

Learning tools such as Weka and Rapidminer in 

experiments [7, 36, 42]. In this study, another machine 

learning tool called Tanagra was used.  

RndTree and Support Vector Machines have been the 

best-performing classifiers in past studies. According to 

the results obtained in our study, the classifiers that gave 

the best results were C-SVC and RndTree. The accuracy 

value we obtained is at the level of the literature. In 

addition, the effect of data transformation on success 

was seen in our study. The improvement achieved 

through data transformation was 2.46%. 
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4. Discussion  

A large number of machine learning algorithms have 

been used to date for spam detection. In this study, five 

different machine learning algorithms, three of which 

are decision tree-based, were used for spam detection. 

Feature selection and data transformation were applied 

to increase the detection success of the algorithms. 

Within the scope of feature selection, four different 

feature selection methods were run. However, the 

Backward Elimination method did not select in this data 

set. Therefore, in the experiments, sub-feature sets 

obtained according to the Forward Selection, Fisher 

Filtering, and ReliefF methods were used. Relative 

transformation, binary transformation, and logarithmic 

transformation were used within the scope of data 

transformation. 

When the studies were compared in terms of 

accuracy, the most successful algorithm was the C-SVC 

algorithm. The highest correct recognition rate obtained 

by the algorithm was measured as 93.13% and was 

followed by the RndTree algorithm. The most 

unsuccessful result was given with the Naïve Bayes 

algorithm. In experiments based on feature selection, 

the forward selection method gave better results than the 

others. In data transformation, on the other hand, the 

success of binary transformation was seen with a clear 

difference. The correct recognition rate was 80.89% 

before binary transformation, then after binary 

transformation reached 93.13%. 

The next model comparison method was ROC 

analysis. The algorithm RndTree gave the best result 

according to the ROC analysis. The RndTree algorithm 

was followed by the C4.5 algorithms. The most 

unsuccessful algorithm was again the Naïve Bayes 

algorithm. The highest value obtained according to the 

ROC values was measured as 0.999. Spam detection is 

an application that needs classification speed. 

Therefore, the third metric used to compare methods 

was classification speed. The Naïve Bayes algorithm 

gave the best result in terms of classification time. It 

followed the RndTree algorithm. In addition, the effect 

of decreasing feature numbers due to feature selection 

on classification speed was observed.  

5. Conclusions  

As a result of the studies, the most successful 

classification algorithms were C-SVC and RndTree 

algorithms. The c-SVC algorithm gave the best result in 

terms of correct recognition rate, and the RndTree 

algorithm gave the highest result in terms of ROC 

analysis. The algorithm that gave the most successful 

result in terms of time was the Naïve Bayes algorithm. 

The effect of feature selection and data transformation 

on classification was also examined, and both feature 

selection and data transformation had a positive effect 

on classification. The sub-feature set, which is the 

output of the forward selection method, gave as 

successful results as the original feature set in a shorter 

processing time. The increase in classification accuracy 

obtained by data transformation was 2.46%. The 

classification success obtained with single classifiers 

and data transformation is 93.13%. Support vector 

machines and decision tree algorithms are suitable 

algorithms for spam detection. In particular, the 

RndTree algorithm gave the best results for spam 

detection.  
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