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Abstract: Cross-domain sentiment classification transfers the knowledge from the source domain to the target domain lacking 

supervised information for sentiment classification. Existing cross-domain sentiment classification methods establish 

connections by extracting domain-invariant features manually. However, these methods have poor adaptability to bridge 

connections across different domains and ignore important sentiment information. Hence, we propose a Topic Lite 

Bidirectional Encoder Representations from Transformers (T-LBERT) model with domain adaption to improve the 

adaptability of cross-domain sentiment classification. It combines the learning content of the source domain and the topic 

information of the target domain to improve the domain adaptability of the model. Due to the unbalanced distribution of 

information in the combined data, we apply a two-layer attention adaptive mechanism for classification. A shallow attention 

layer is applied to weigh the important features of the combined data. Inspired by active learning, we propose a deep domain 

adaption layer, which actively adjusts model parameters to balance the difference and representativeness between domains. 

Experimental results on Amazon review datasets demonstrate that the T-LBERT model considerably outperforms other state-

of-the-art methods. T-LBERT shows stable classification performance on multiple metrics. 
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1. Introduction 

Sentiment classification is an important research topic 

in the field of natural language processing [4, 31]. In 

current e-shopping websites, sentiment of product 

evaluation has become increasingly important. 

Sentiment analysis can help businesses and consumers 

make right decisions [11, 14, 24]. The development of 

large-scale language models has resulted in the 

prevalent use of language models in sentiment 

classification [20]. Bidirectional Encoder 

Representations from Transformers (BERT) [6] and A 

Lite BERT (ALBERT) [12] model can capture the 

sentiment information through supervised learning on 

the specific domain dataset. 

However, many domains have insufficient labeled 

data. The language model cannot achieve supervised 

learning in the target domain. Manually labeling the 

target domain data requires considerable labor costs. 

Therefore, cross-domain sentiment classification is an 

important research hotspot. Using the knowledge of the 

source domain to achieve sentiment classification inthe 

target domain can reduce the cost of manual labeling 

and effectively improve the utilization of source 

domain data. 

A traditional solution to cross-domain sentiment 

classification is instance adaption [1, 30, 33]. This 

method realizes data resampling which combines the 

target domain data to filter the source domain label  

 
data. The language model is trained on the resampled 

dataset to reduce the difference between source and 

target domains. However, instance adaptation requires 

a lot of manual intervention [7]. The classification 

effect of instance adaptation declines when the source 

domain data and the target domain data are quite 

different. 

Existing cross-domain sentiment classification 

method is feature adaptation which builds data feature 

maps or finds pivot features to establish connections 

between domains [9, 17, 28]. It realizes the sentiment 

classification through the feature correspondence 

between domains. With the development of deep 

learning, deep learning methods have been widely used 

to extract the domain-invariant features between the 

target and source domains [8, 19, 27]. However, 

feature adaptation method is highly dependent on 

feature selection among data and ignores important 

sentiment information. This method has poor 

adaptability across different domains.  

Although the above methods achieve good 

classification results, they have limitations. They have 

poor transfer adaptability and require a lot of manual 

intervention. The active learning [13, 22] method can 

learn the association and access probability loss from 

the feature representation generated by the deep neural 

network through the adaptive mechanism. The 

adaptive optimization of parameters can improve the 

adaptability of the model. Hence, we propose a Topic 
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Lite Bidirectional Encoder Representations from 

Transformers (T-LBERT) model. It combines the 

supervised learning content of the A Lite Bidirectional 

Encoder Representations from Transformers 

(ALBERT) model in the source domain with the 

unsupervised topic information extracted by the topic 

model in the target domain. Applying the combined 

data into a two-layer attention adaptive network for 

classification. A shallow attention [25] layer is applied 

to weigh the important features of the combined data. 

Inspired by active learning, a deep domain adaption 

layer is proposed to actively adjust model parameters 

to balance the difference and representativeness 

between domains. 

The main contributions of this article are as follows: 

 We propose a T-LBERT model, which fuses the 

learning content of the source domain with the topic 

information of the target domain. We fully mine the 

sentiment information of the source and target 

domains. 

 A shallow attention layer is applied to enhance 

important features. A deep domain adaptation layer 

is proposed to effectively balance the difference and 

representativeness between domains to improve 

adaptability. 

 We compare the proposed model with the current 

advanced cross-domain sentiment classification 

models on the Amazon review datasets. The 

experiment results show that T-LBERT 

considerably outperforms the state-of-the-art 

methods. 

The rest of this paper is organized as follows. Section 2 

introduces related work on cross-domain sentiment 

classification. Section 3 provides the overview of 

proposed framework T-LBERT and analyzes each 

component. Section 4 introduces the experimental 

datasets and settings, and introduces the evaluation 

metrics. Then, topic model selection, comparison 

experiments, and ablation experiments are introduced. 

Section 5 summarizes the conclusion of the paper. 

2. Related Works 

Cross-domain sentiment classification has been a 

challenging research topic in the field of natural 

language processing. The problems of cross-domain 

sentiment classification focus on applying the labeled 

data of the source domain to predict the sentiment 

labels of the unlabeled data in the target domain. 

Cross-domain sentiment classification can be divided 

into three types of solutions: instance adaption, feature 

adaption, and model adaption. 

The main idea of instance adaption method is to 

start from the source domain data and combines the 

target domain data instance to resample the training 

data [10, 30]. This method can balance the data 

differences caused by different domains. It can balance 

the sample distribution. The classification model is 

trained based on the newly sampled data to achieve 

sentiment classification. However, resampling the 

target domain instances is difficult when the source 

domain and target domain differ greatly. 

Compared with instance adaption method, feature 

adaption method aims to construct the domain-

invariant features between domains. It conducts joint 

training on the source and target domains [5, 23]. 

Feature adaptation explores the association between 

domains. The proposed Structural Correspondence 

Learning (SCL) algorithm [3] is based on alternating 

structure optimization multitask learning algorithm. It 

models the correlation between hub features and other 

features. Pan et al. [18] proposed a Spectral Feature 

Alignment (SFA). They used graph-based clustering to 

achieve cross-domain sentiment classification by 

finding unified and independent features between 

domains and constructing collaborative relationships 

between features. Jia et al. [9] proposed a cross-

domain sentiment classification method based on 

association rules for word alignment. Wang et al. [26] 

learned the sentiment coefficient from the data features 

and used the sentiment coefficient to classify the data 

in different domains. Given the need to construct the 

feature correspondence between the source and target 

domains, feature optimization algorithm is relatively 

slow. It also ignores important sentiment information. 

Feature adaptation method has poor adaptability. It is 

not suitable for general model applications. 

The model adaption method starts from the training 

of the model and fine-tunes the model through the 

training of data in different domains [32]. Model 

adaption methods are divided into single model 

adaption and joint training model adaption. For the 

single model adaptation, the important features can be 

highlighted through the attention mechanism. 

Myagmar et al. [16] fine-tuned the cross-domain 

sentiment classification model BERT. They effectively 

solved the task of cross-domain sentiment 

classification. Du et al. [7] proposed a transmission 

network based on Wasserstein to share the domain 

invariant information of the source and target domains. 

They obtained a wealth of knowledge through BERT 

and acquired the textual semantic information of the 

text. The attentional recurrent neural network is used to 

capture features automatically. The important domain 

invariant features are captured through confrontation 

training. Zhao et al. [33] proposed a cross-domain 

sentiment classification method realized by parameter 

transfer and attention sharing mechanism. Joint 

training model adaption is fine-tuned through joint 

training of multiple language models. Different 

language models use their advantages to achieve deep 

capture of data features. Meng et al. [15] proposed an 

attention network based on feature sequence for cross-

domain sentiment classification. They used attention 
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mechanism to pay attention to important semantic 

features. 

The above review shows that model adaption 

method can effectively improve the model 

performance of cross-domain sentiment classification 

for cross-domain sentiment classification tasks. We 

apply model adaption method to cross-domain 

classification. We train the source domain data based 

on the ALBERT model and fuse it with the topic 

model, which extracts topic feature information from 

the target domain data. We apply a shallow attention 

layer to weigh the features of the fusion data. Then, we 

apply the deep domain adaption layer to predict the 

sentiment label. 

3. Proposed Model 

We propose the T-LBERT model, which combines the 

learning content of the source domain with the topic 

information of the target domain. The combined data 

are applied to a two-layer attention adaptive 

mechanism for classification. The architecture of this 

model is shown in Figure 1. 
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Figure 1. Architecture of the T-LBERT model. 

ALBERT model learns knowledge from the source 

domain labeled data in a supervised way. The topic 

model extracts the topic features of the target domain 

in an unsupervised way and integrates the learning 

content of the source domain. This joint learning 

method makes full use of domain data. Then, the 

important features of the combined data are weighed 

through the shallow attention layer to capture key 

sentiment information. The deep domain adaptive layer 

is proposed to actively adjusts parameters via active 

learning. This attention adaptive mechanism can 

effectively balance the difference and 

representativeness between domains to improve 

adaptability. 

3.1. Pre-Train Models 

We first process data and pretrain models. We apply 

the source domain labeled dataset to train the ALBERT 

model. ALBERT is used to process the data and obtain 

the learning content vector. 

ALBERT uses [SEP] as a separator to separate the 

input sentence after segmentation. The special 

character [CLS] is used for downstream classification 

tasks. After segmenting and encoding the input data, 

we input the encoded data into a two-way transmission 

network and obtain the vector. 

The vector C in the last layer of ALBERT is used to 

represent the sentence, as shown in the following 

formula. 

1( )C ALBERT In  

Where In1 is the input sentence, and C is the output 

vector of ALBERT model. 

Then, we use the dataset of the target domain 

without labels to perform topic model training in an 

unsupervised way. We obtain a topic model for topic 

information extraction. We input the text into the topic 

model and obtain the topic vector. First, we divide the 

sentence into the following forms: 

1 1[ ,..., ,..., ]j mIn s s s
 

In this formula, sj represents the word segmentation 

items of the data. 

We place the divided data items into the topic model 

and calculate the topic information of the data items, as 

shown in the following formula. 

1( ,..., ,..., )j mT Topic s s s
 

 1,..., ,...i nT t t t
 

Where ti is the output topic vector of the topic model. 

Finally, the topic information ti of the target domain 

is combined with the output C of ALBERT and put the 

combined data into the shallow attention layer. 

3.2. Shallow Attention Layer 

Due to the unbalanced distribution of sentiment 

information in the combined data, we propose a two-

layer attention adaptive mechanism for classification. 

A shallow attention layer is applied to capture 

important features of domain data. It can enhance the 

weight of important features in a sentence. The 

following Figure 2 shows the process of the shallow 

attention layer. We use a small amount of target 

domain labeled data to fine-tune the weight of the 

attention layer. 

(1) 

(2) 

(4) 

(3) 
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Figure 2. The process of shallow attention layer. 

We first connect the topic information and the 

output vector of ALBERT. 

i ih C t   

Where ⊕ is a connection operator and ti is the i-th 

output topic vector of a single input text in the topic 

model. Then, we input hi into the tanh-function of 

attention to obtain the attention score Ai. 

tanh( )i i i iA w h b   

Where wi and bi represent the attention parameter. 

Then, the normalization process is performed to obtain 

the attention weight matrix αi. 

exp( )
, 1

exp( )

i
i i

ii

i

A
a

A
  


 

Where Ai is the attention score. We use the matrix αi to 

get the final weighted feature data representation F. 

 1,..., ,...i nF x x x
 

i i ix a h   

Where αi is the attention weight matrix and hi is the 

combined data item. We input the data item F into the 

deep domain adaption layer. 

3.3. Deep Domain Adaption Layer 

We apply the above shallow attention to weigh 

important features. Then, we propose a deep domain 

adaption layer to effectively balance the difference and 

representativeness between domains by actively 

optimizing model parameters. The Algorithm 1 is the 

deep domain adaption layer classification algorithm. 

We integrate the input data Ini into the data item xi 

(lines 2-5). Then, we place the data item xi into the 

function of Domain-adapt (line 6). According to the 

probability calculated by this function, the label item 

with the highest probability is set as the sentiment 

classification label for the input data. This label is 

added to the sentiment label set L (lines 7-10). Finally, 

we return the sentiment label set L. Next, we explain 

how to calculate the domain adaption parameter λ in 

the function of Domain-adapt. 

We apply the method of active learning to deep 

domain adaptation. The weight factor of deep domain 

adaption is adjusted adaptively along with the labeling 

sample process. Inspired by multi-task learning weight 

optimization, we adopt an adaptive objective function 

to learn weights. Its objective function can be 

expressed as the following formula: 

total i i

i

T T
 

In this objective function, Ti is the output of the 

subtask, and λi is the task weight parameter. The choice 

of parameter λi is crucial. 

In this study, adaptive dynamic adjustment is used 

to adjust the weight value. For an input data, we set the 

classification task of the combined data item of each 

topic information as a subtask. We define fλ(x) as the 

output of x in the proposed model, and the probability 

vector is defined as follows: 

( | ( )) max( ( ))P y f x soft f x   

Where x represents an output of the shallow attention 

layer for an input data. The likelihood of its multiple 

subtasks is defined as follows: 

1

1 1 1( ,..., | ( )) ( | ( ))... ( | ( ))n

n n nP y y f x P y f x P y f x
 

 

The output is y1, … , yn. We use the same variance 

uncertainty as the basis of the weighted loss in the 

learning problem. The same variance uncertainty is the 

uncertainty index for task discrimination. 

A loss function based on Gaussian likelihood 

maximization with homoscedastic uncertainty is 

derived as an optimization function for minimization 

[13]. The function is as follows: 

1 2 2

1 1 12 2

1

1 1
log ( ,..., | ( )) || ( ) || ... || ( ) || log ...

2 2
n

n n n

n

T P y y f x y f x y f x
  

 
       

 

1 1 12 2 2

1

1 1 1
( ) ... ( ) ... ( ) log ... ...

2 2 2
i i n n i n

i n

T l l l     
  

     

 

Where l1(λ1) is the loss function of the first output 

variable. The same goes for the li(λi). We can obtain 

the sum of βi according to the training data. We learn 

the weight parameters βi for the loss functions li(λi). 

The weight of loss li(λi) decreases when βi increases. 

We use a small number of target domain labeled data 

to perform active learning of adaptive parameters and 

obtain adaptive parameters. 

Finally, we fuse the adaptive weight parameters with 

the data processed by the shallow attention layer. The 

prediction of the data sentiment label is performed. The 

SoftMax function of the predicted label is shown in the 

following formula. 

1

max( )
n

i i

i

P soft x 


 
 

In formula (15), xi is a combined data item processed 

by shallow attention layer of the weighted feature data 

representation F, and λi is the parameter obtained by 

(6) 

(5) 

(7) 

(9) 

(8) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 
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adaptive adjustment. The adaptive mechanism can 

effectively balance the weights of different topic 

feature information. The label of the highest 

probability is marked as the target data label by 

calculating the label probability. 

Algorithm 1: deep domain adaption layer classification 

Input: target domain dataset TU,  

source domain dataset SL,  

domain adaption parameter λ. 

Output: sentiment classification label set L 

Input: target domain dataset TU,  

source domain dataset SL,  

domain adaption parameter λ. 

Output: sentiment classification label set L 

1:   repeat 

2:   input data 1{ }m

i iIn   from TU 

3:   ci = ALBERT (Ini, SL) 

4:   ti = Topic (Ini, TU) 

5:   xi = Attention-con (ci, ti) 

6:   P = Domain-adapt (xi, λ) 

7:   if P [1] > P [2] then 

8:    L ← L∪{ LP [1]} 

9:   else 

4. Experiment Design and Analysis 

4.1. Experiment Datasets and Settings 

We select the Amazon review dataset [21], which has 

data in four domains: books (B), DVD (D), electronics 

(E), and kitchen (K). The description of the dataset is 

shown in Table 1. We make full use of the reviews in 

the four domains of these datasets. We create 12 cross-

domain sentiment classification tasks to test the 

performance of our approach: D→B, E→B, K→B, 

B→D, E→D, K→D, B→E, D→E, K→E, B→K, 

D→K, E→K, where the domain at the left of the arrow 

represents the source domain, and the domain at the 

right of the arrow represents the target domain. 

We choose 6000 labeled data of the source domain 

as the training dataset of the ALBERT model. The 

unlabeled data of the target domain is used for the 

training of the topic model. 100 labeled data of target 

domain are randomly selected for model fine-tuning. 

All remaining labeled data in the target domain will be 

used for testing. 

The experimental parameters of T-LBERT model 

are set as follows. The word vector dimension is set to 

300. The basic ALBERT model comprises 12 layers 

and 60 M parameter. The gradient descent training 

method and the adaptive learning rate method Adam 

are used in the training process. The initial learning 

rate is set to 0.001. The dropout rate is set to 0.5. We 

limit the maximum input length to 512. All models in 

this experiment are implemented in the TensorFlow 

framework. The model experiment is completed in the 

following environment: Intel(R) Core (TM) i7-7700 

CPU @ 3.60GHz, RAM 16.0 GB, and NVIDIA 

GeForce GTX 1080 8.0 GB. 

Table 1. Dataset description. 

Domain Positive Negative Unlabeled 

Electronics 3000 3000 17009 

Kitchen 3000 3000 13856 

Books 3000 3000 9750 

DVD 3000 3000 11843 

4.2. Experiment Evaluation Index 

We use accuracy, precision, recall, and F1-score as 

evaluation indicators in the cross-domain sentiment 

classification applications. The calculation formulas 

are as follows: 

TP TN
accuracy

TP TN FP FN




    

TP
precision

TP FP


  

TP
recall

TP FN


  

*
2*

precision recall
F score

precision recall
 

  

In the above formulas, the True Positive (TP) 

represents the number of correctly identified matched 

data. The False Positive (FP) refers to the number of 

wrongly identified data; in particular, the model 

identifies the unmatched function data as matched. The 

False Negative (FN) refers to the number of wrongly 

identified unmatched data. The True Negative (TN) is 

the negative samples that are also predicted as negative 

samples. 

Accuracy represents the classification accuracy of 

the model. This indicator is the most important for 

model classification. Precision measures the 

percentage of the matched function pairs that are 

correctly labeled. Recall represents the ability to 

identify matched function pairs correctly. F1-score 

refers to the harmonic mean of precision and recall. 

4.3. Analysis of Experiment Results 

4.3.1. Selection of Topic Model 

Different topic models have different ways to extract 

topic information. To select an optimal topic model, 

we choose the Biterm Topic Model (BTM) [29] and 

the Latent Dirichlet Allocation (LDA) topic model [2] 

for comparative experiments. The LDA topic model is 

the most widely used topic model, and the BTM topic 

model is a topic information extraction model for short 

texts. Both models can achieve accurate capture of text 

topics. We combine the two models with ALBERT to 

perform sentiment classification and apply into 12 

cross-domain tasks separately. 

As shown in the Figure 3, the experimental results 

indicate that among the 12 cross-domain task 

experiments, the classification accuracy of the LDA-

ALBERT model is higher than the classification 

(16) 

(17) 

(18) 

(19) 
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accuracy of BTM-ALBERT model. This finding shows 

that LDA model is more suitable for model 

combination than BTM model. Hence, we choose the 

LDA model as the topic model for T-LBERT model. 

 

Figure 3. Topic model comparison results. 

4.3.2. Comparative Experiment 

After constructing the T-LBERT model, we set up the 

comparative experiment to compare the model 

classification effect. We choose BERT [6], ALBERT 

[12], and LDA [2], SCL [3] and SFA [18] models for 

comparisons. The accuracy classification results in 12 

cross-domain tasks are shown in Table 2. The 

proposed T-LBERT model has the highest accuracy 

values in the 12 cross-domain tasks. The accuracy of 

each task of the calculation accuracy rate reaches more 

than 80%. The average accuracy of T-LBERT model 

reaches 88.78%. It is higher than the average accuracy 

of the other five models. 

Table 2. Comparative experiment results of accuracy. 

Task 
BERT 

(%) 

ALBERT 

(%) 

LDA 

(%) 

SCL 

(%) 

SFA 

(%) 

T-LBERT 

(%) 

E-K 73.02 76.00 77.14 82.06 84.15 90.25 

E-B 47.79 58.75 45.21 71.42 72.42 82.75 

E-D 82.94 88.75 78.90 74.25 75.50 93.50 

K-E 64.35 79.25 79.12 81.74 82.92 89.25 

K-B 59.86 58.75 65.88 71.28 73.60 89.10 

K-D 84.62 88.75 84.13 75.25 77.20 91.50 

B-E 68.62 66.00 70.12 76.42 76.20 84.50 

B-K 70.55 66.75 62.15 77.08 78.22 87.00 

B-D 64.53 88.75 72.82 79.70 82.74 93.50 

D-E 81.48 77.75 68.14 75.30 77.34 89.50 

D-K 79.12 72.50 72.10 77.84 78.40 88.25 

D-B 58.72 72.25 66.19 79.16 80.14 86.25 

AVE 69.63 74.52 70.16 76.79 78.24 88.78 

 

The average accuracy of the basic language model 

BERT, ALBERT and LDA models are less than 75%. 

The average accuracy of SCL and SFA models only 

reached 76.79% and 78.24%. These feature adaption 

methods have weak domain adaptability due to the 

selection of pivot features. The feature adaption 

methods between non-similar domains have lower 

classification accuracy. For example, on the task of E-

B and K-B, the accuracy of the SCL and SFA models 

is lower than 75%. 

On the contrary, the proposed T-LBERT model can 

effectively capture the sentiment information between 

domains. On tasks E-D, the accuracy rate can reach 

93.50%. It indicates that our model can accurately 

capture sentiment information from similar domain 

data. For domains with tremendous differences, such 

as DVD as the source domain and kitchen as the target 

domain, the accuracy rate can reach 88.25%. T-

LBERT model can also accurately classify tasks with 

huge differences between domains. The reason is that 

we introduce the topic features of the target domain 

into the prior knowledge of the source domain. We 

make full use of the information in the target domain. 

Domain adaptation method can balance the uncertainty 

and difference of data in different domains. This 

mechanism makes the model much adaptable to 

datasets in different domains. 

Then, we use three other indicators of precision, 

recall, and F1-score to evaluate the classification effect 

of models comprehensively. As shown in Figures 4, 5, 

6, and 7 the classification value of T-LBERT model is 

higher than 0.8 in the 12 cross-domain tasks in the 

precision calculation. The precision value of T-LBERT 

model is higher than the precision value of the other 

five models. This finding shows that the T-LBERT 

model can achieve accurate classification of sentiment 

data. In the recall calculation, the recall calculated by 

T-LBERT model is higher than 0.8. It is higher than 

that by the other five models. Finally, the values of T-

LBERT model in the 12 cross-domain tasks are all 

higher than the values of the other five models in F1-

score calculation. The calculation of three evaluation 

indicators can explain that the classification effect of 

T-LBERT model is better than that of the other five 

models in 12 cross-domain sentiment classification 

tasks. The proposed model is highly adaptable in 

multiple domains and has good model migration 

ability. 

Moreover, we select four instances from B-E and E-

B tasks to analyze the sentiment feature recognition in 

Table 3. Words marked in bold in each sentence are 

identified as the most important sentiment feature. The 

sentiment information of “hope” and “great” in 

positive sentences can be accurately captured. The 

sentiment information of “boring” and “bad” in 

negative sentences can also be accurately identified. 

We can find that T-LBERT can effectively identify the 

most important sentiment information in sentences. 

And T-LBERT is not disturbed by noisy data such as 

“horrendous”, “interesting” and “small”. This further 

demonstrates the robustness and adaptability of the 

proposed model. 

Table 3. Visualization of important feature selection in T-LBERT 
of the B-E and E-B tasks. 

Book domain Electronic domain 

Label: positive 

Despite the horrendous abuse, 
this story gives me hope in 

mankind again. 

Label: positive 

the disk told me how to fix that. I like 

it, I think it great, light and small. 

Label: negative 

I found it interesting but 
somehow boring as the above 

story developed little and the 

focus was on the characters. 

Label: negative 

The quality of the recording was very 
bad. Little squares showed up all the 

time. I would definitely not buy it 

again. 
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a) Precision. b) Recall. c) F1-score. 

Figure 4. Source domain of electronics. 

  

a) Precision. b) Recall. c) F1-score. 

Figure 5. Source domain of kitchen. 

  

a) Precision. b) Recall. c) F1-score. 

Figure 6. Source domain of book. 

  

  a) Precision. b) Recall. c) F1-score. 

Figure 7. Source domain of DVD.  

4.3.3. Ablation Experiment 

Our proposed model achieves cross-domain sentiment 

classification through a two-layer attention adaptive 

mechanism. We set up the ablation experiment to 

verify the effectiveness of the shallow and deep layers. 

We separately set the models without attention 

adaptive layers, without deep domain-adaption layer, 

without shallow attention layer and the proposed 

model. We apply these four models to classify 12 

cross-domain classification tasks and evaluate models  

 

by accuracy. The results of the ablation experiment are 

shown in Table 4. Among the models, the proposed T-

LBERT model has the highest accuracy on 12 tasks. 

The average accuracy rate of T-LBERT model is 

higher than that of the other three models, obtaining 

15.74%, 6.55%, and 3.58%. This finding shows that 

the shallow attention and deep domain layers can 

effectively improve the accuracy of cross-domain 

classification. 
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For the model with only a shallow attention layer, 

the classification accuracy of the model can reach more 

than 75%. It is higher than the model without attention 

adaptive layers. This shows that the shallow attention 

mechanism weights the important features in the data 

and improves the accuracy of the model. 

Moreover, the accuracy of deep domain-adaption 

model is higher than that of the shallow layer attention 

model on 12 tasks. This finding shows that our deep 

domain-adaption mechanism can effectively improve 

domain adaptability. When the target domain is the 

kitchen, the model can achieve the accuracy of over 

85% for tasks in three different source domains. When 

the source domain is the electronics, the accuracy of 

the model is over 80% for tasks in three different target 

domains. This shows that the deep adaptive mechanism 

effectively improves the multiple domains adaptability 

of the model. 

Table 4. Ablation experiment results of accuracy (w/o represents 
without). 

Task 

T-LBERT 

(w/o attention 

adaptive layers) 

T-LBERT 

(w/o deep domain 

adaption) 

T-LBERT 

(w/o shallow 

attention) 

T-LBERT 

(proposed) 

E-K 76.10% 84.12% 85.10% 90.25% 

E-B 68.13% 78.91% 81.35% 82.75% 

E-D 78.49% 86.54% 89.01% 93.50% 

K-E 77.95% 79.45% 85.42% 89.25% 

K-B 60.11% 81.86% 85.15% 89.10% 

K-D 79.09% 85.42% 87.08% 91.50% 

B-E 66.01% 76.42% 80.12% 84.50% 

B-K 65.45% 80.55% 86.62% 87.00% 

B-D 79.49% 88.53% 89.05% 93.50% 

D-E 78.23% 82.76% 84.25% 89.50% 

D-K 74.29% 83.07% 85.14% 88.25% 

D-B 73.10% 79.12% 84.10% 86.25% 

AVE 73.04% 82.23% 85.20% 88.78% 

5. Conclusions 

A T-LBERT model based on domain adaptation is 

presented in this study for cross-domain sentiment 

classification, which, in previous works, suffers from 

poor adaptability across different domains. The 

proposed model combines topic features from the 

target domain with the learning content of the 

ALBERT model. A shallow attention layer is applied 

to weigh important features. A deep domain adaption 

layer is applied to effectively balance the difference 

and representativeness between domains by actively 

optimizing model parameters. Through the ablation 

experiment, it is proved that this two-layer attention 

adaptive mechanism improves the adaptability of the 

model in multiple domains. We set up experiments 

with advanced cross-domain sentiment classification 

models. The experimental results show that the 

proposed model considerably outperforms the state-of-

the-art models. The stable classification performance 

on cross-domain tasks shows that the model has strong 

domain adaptability and portability. In future work, we 

will consider using much complex topic models and 

apply this method to other fields, such as machine 

translation and entity recognition. 
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