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Abstract: Image segmentation plays a significant role in image processing and scientific research. In this paper, we develop a 

novel approach, which provides effective and robust performances for image segmentation based on the region-based (block-

based) graph instead of pixel-based graph. The modified Discrete Cosine Transform (DCT) is applied to obtain the Square 

Block Structures (DCT-SBS) of the image in the compressed domain together with the coefficients, due to its low memory 

requirement and high processing efficiency on extracting the block feature. A novel weight computation approach focusing on 

multi-feature fusion from the location, texture and RGB-color information is employed to efficiently obtain weights between the 

DCT-SBS. The energy function is redesigned to meet the region-based requirement and can be easily transformed into the 

traditional Normalized cuts (Ncuts). The proposed image segmentation algorithm is applied to the salient region detection 

database and Corel1000 database. The performance results are compared with the state-of-the-art segmentation algorithms. 

Experimental results clearly show that our method outperforms other algorithms, and demonstrate good segmentation 

precision and high efficiency.  
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1. Introduction 

Image plays an important role in the process of 

receiving, processing and transmitting information 

with the rapid development of computer technology, 

artificial intelligence and thinking science [39]. Digital 

image processing has developed rapidly in the field of 

computer vision [1] such as object recognition [4], 

object tracking and image analysis [27, 34], aiming at 

more accurate and comprehensive techniques. As one 

of the most important components in image processing, 

image segmentation plays a significant role in 

scientific research and medical image processing, e.g., 

Computed Tomography (CT) [37] and Magnetic 

Resonance Imaging (MRI) [10, 38]. Moreover, image 

segmentation also has vital importance for our daily 

life such as weather forecasting [50], traffic monitoring 

and recognition [35], land exploration, behavior and 

face recognition [26], fingerprint match and bridge 

crack identification [30]. The image segmentation 

algorithm aims at partitioning an image into several 

non-overlapped regions based on color, intensity, 

texture or some other high level semantic features [25, 

36]. 

Typically, image segmentation can be divided into 

the following five categories. The first one is the  

 
threshold based segmentation [24, 60], which usually 

partitions images into two parts: background and 

foreground. The key factor of this type is to find the 

optimal threshold [52, 60]. The second one is the edge-

based segmentation [31, 61]. This approach assumes 

that the intensity values connecting the foreground and 

background are distinct. The discontinuity is usually 

detected by the first or second order derivative method 

like gradient [43], Laplace [17], Sobel, Roberts and 

Prewitt [11] edge detectors. Those detective methods 

are easy to be implemented and can roughly detect the 

contour profile. The third category is the region-based 

segmentation [42], typical algorithms include region 

growing and region splitting-merging [22]. The forth 

category is the watershed-based segmentation [9, 51, 

54]. This approach views an image as a topological 

surface and the intensity value as height. The regional 

minimum values of the image are interpreted as the 

catchment basins and the maximum values between 

every two neighboring catchment basins are treated as 

a ridge line. The watershed-based approach aims at 

finding this ridge line (namely watershed) within the 

image. The fifth category is the energy-based 

segmentation [6, 57]. This approach constructs an 

objective (energy) function which reaches a minimum 
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value when images are segmented as expected results. 

Live wire [19], Active Contour [18], Level Sets [40, 

56], Graph Cuts [5, 48] and Normalized cuts (Ncuts) 

[49] are all grouped into this category. 

During the past decades, the graph-based (energy-

based) approach [21, 49] has attracted significant 

attentions due to its good segmentation performance. 

This approach maps an image into a graph and solves 

the segmentation problem based on the relevant graph 

theory. Generally, a graph is constructed corresponding 

to an image, with a node representing a pixel and the 

edge reflecting the affinity between pixels. Then, the 

graph is divided by finding the minimum cuts to obtain 

the segmentation results. The Ncuts is one commonly 

used method [49]. This method takes image pixels as 

graph nodes. However, in most cases, the widespread 

application of digital imaging devices results in huge 

image size. Taking each pixel as a graph node can 

bring a huge increase of graph nodes on the pixel-level 

graph construction. Moreover, finding the minimum 

cuts for the segmentation in the whole graph turns out 

to be the NP-complete problem [49]. Besides, the 

normalized cuts usually computes weights by using 

intensity or texture; these low-level features generally 

result in poor segmentation results. 

The rest of the paper is structured as follows. 

Section 2 reviews related works on the image 

segmentation based on the normalized cuts, discrete 

cosine transform and salient region detection. Section 3 

presents the graph construction process of images used 

in this paper. Section 4 displays processes for the 

energy redesign of the traditional normalized cuts and 

the image segmentation through eigen-system. 

Experimental results are shown in section 5 and 

general conclusions are drawn in section 6. 

2. Related Work 

This paper focus on relevant literatures in the field of 

the normalized cuts criterion and saliency region 

detection in the graph-based approach for the image 

segmentation. Lots of attempts have been made to 

improve the performance of the normalized cuts 

criterion. Zhao [59] proposes a fast normalized cuts 

method, which applies the Simple Linear Iterative 

Clustering (SLIC) algorithm to extract super-pixel 

regions. The super-pixel regions are treated as the 

graph nodes to obtain segmentation results through the 

normalized cuts method. These processes improve the 

efficiency and largely reduce the computation cost as 

well. However, it is still of great significance to 

redesign the framework of the traditional normalized 

cuts by considering the properties of each region. This 

is because in region-based graph a node may be 

associated with an extremely large or small region of 

the image; both two types of nodes are of the same 

importance while the normalized cuts is tailored to 

them. Literature [47] resolve this problem by 

modifying the framework (e.g., cost function) of the 

normalized cuts to adapt the new requirement. Since 

the over segmentation algorithm yields size-different 

regions, it is reasonable that the size of each region is 

considered in the energy function to get better results. 

Moreover, the properties of a region are different from 

a pixel. It is necessary to redesign the energy function 

to meet the new requirements. Literature [33] propose 

a clustering algorithm combined with the traditional 

normalized cuts to solve the above problems. The 

algorithm divides the high-resolution image into equal 

size of sub-images (image cells). The normalized cuts 

algorithm is then performed to segment the object of 

every image cell (graph node). Although those 

algorithms can reduce the computational time, the 

segmentation efficiency is inferior to the state-of-the-

art algorithms. Besides, the segmentation precision still 

remains a great challenge. 

Another issue worth attention is that images are 

usually stored in compressed formats due to the large 

storing space caused by the high resolution. Most 

images in the internet-based applications are stored in 

the compressed domain of Joint Photographic Experts 

Group (JPEG) [8, 29]. This compressed format 

significantly reduces the storage space and increases 

the downloading speed. Features for the compressed 

images can be directly extracted from their compressed 

format by using the Discrete Cosine Transform (DCT). 

Recently, there are numerous approaches focus on 

DCT block processed images for information 

extraction [15, 16, 20, 41, 58]. The advantage of DCT 

is explained by its de-correlation property, feature 

preservation and reduction in complexity [59]. It is 

evident that the adoption of DCT-SBS, in combination 

with other techniques, results in good segmentation 

performance [53]. 

The saliency region detection usually refers to 

various feature attributes such as intensity, color, edge 

and shape [62]. Literature [14] proposes the 

Histogram-based Contrast method (HC) and Region-

based Contrast method (RC). Both two methods 

evaluate the saliency value of an image region by its 

contrast with respect to the entire image. The HC 

method calculates the saliency value of each pixel 

within the image to determine whether this pixel 

belongs to foreground or background. Instead of using 

full color space, the HC method reduces the number of 

color channels to speed up, due to the expensive 

computational time even for medium sized images. 

The RC method improves the computation efficiency 

of the saliency value for each region. A mask is 

generated by binarizing the saliency map based on the 

saliency value and then used to initialize the Grabcut 

method [45] to finally obtain the segmentation results. 

However, the RC method is highly sensitive to the 

contrast in the visual signal. Images of complex 

background or low contrast between the background 

and foreground lead to poor segmentation results. 
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In this paper we employ the modified DCT to obtain 

the Square Block Structures (DCT-SBS) together with 

the coefficients, due to its low memory requirement 

and high processing efficiency on extracting the block 

feature. Then, a novel weight computation approach is 

proposed, combining various information from the 

location, texture and Red, Green, Blue Color (RGB-

color). The perceptual Euclidean distance with the 

DCT-SBS coefficients is used to implement the 

extraction of the color information. The original RGB-

color space is transformed into the YCrCb color space 

to obtain the texture information. A novel weight 

computation formula is developed to integrate the 

texture information together with the color information 

and location information within the block. Finally, the 

novel energy function is considered when optimizing 

the regional clustering to obtain the segmentation 

results. 

3. Graph Construction 

The general form of an undirected graph is in the 

following structure G={V, E} where V denotes the 

vertices an E denotes the edges. The set of edges E is a 

collection of local correlations between each pair of 

vertices. This section describes the formulation process 

of the DCT-SBS and the efficient calculation process 

of the weight for edges. 

3.1. Vertices and Edges 

As discussed in section 2, the traditional normalized 

cuts method adopts the smallest elements in the image 

(pixels) as vertices [49]. In the graph construction step, 

a full collected graph is corresponding to an image, 

finding the optimal cut in this graph is equivalent to the 

exhaustive search. We apply DCT-SBS instead of 

pixels to represent the graph vertices in the 

experiments of his paper. This is because a DCT-SBS 

contains several pixels, the nodes of the full collected 

graph can be reduced by using DCT-SBS instead. An 

example of graph construction is shown in Figure 1. 

 

Figure 1. Full collected graph construction using DCT-SBS. 

3.2. Weight 

The RGB color space is adopted due to its efficiency 

advantage and no conversion is required. We use the 

perceptual Euclidean distance with DCT-SBS 

coefficients in the following form: 

2( , ) ( ) , { , , }c

v v i j

v

d i j W v v v R G B    

Where ( , )c

vd i j is the color dissimilarity vector between 

block i and j, vi and vj represent the constructed 

coefficient feature vectors in R; G; B channel as shown 

in Figure 2. The weight Wv for different color channel 

satisfies the condition WR + WG + WB =1. 

 

Figure 2. The process of DCT-coefficients: (Left) Blue colored 

AC-coefficients are chosen to construct the feature vector of each 

4×4 block; (Right) Feature vectors, the first line is the index. 

The zigzag storage principle of DCT coefficient is 

shown in Figure 3. We select 9 Alternating Current 

(AC) coefficients out of all 15 AC-coefficients in each 

block instead of using all the AC-coefficients. The 

Direct Current (DC) coefficient and the selected AC-

coefficients are utilized to construct the feature vector 

of each block. This feature vector is then used to 

compute the weight of color information: 

1

( , ) ( , )c c n
v n

n

d i j d i j e   

Where n denotes the serial number of coefficients 

stored in the feature vector which is shown in Figure 2. 

and e denotes the irrational number. 

 

Figure 3. DCT coefficients and zigzag scanning in one 4×4 block. 

Now the color dissimilarity can be transformed to 

color similarity between blocks using the following 

equation: 

( , ) 1 ( , )c c

normS i j d i j   

Where ( , )c

normd i j is the normalized color information 

and Sc(i, j) denotes the color similarity between blocks 

i and j. 

The DCT coefficients in one block are comprised of 

the DC coefficient and AC coefficients. In each block, 

the DC coefficient is the average energy over all the 

4×4 pixels while the 15 AC coefficients represent the 

frequency properties of the block. The AC coefficients 

are ordered by the zigzag scanning: most energy is 

included in the first several coefficients (in the left-

(1) 

(2) 

(3) 
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upper corner) and the coefficients in the right-bottom 

corner are almost close to zero. Thus, we define Low 

Frequency (LF), Medium Frequency (MF) and High 

Frequency (HF) zones for the left-upper corner and 

simply neglected the coefficients in the right-bottom 

corner, as show in Figure 4. 

 

Figure 4. Using AC-coefficients to construct texture feature. 

Previous studies have shown that the AC 

coefficients can be used to represent the texture 

information for image blocks in YCrCb color space 

[13]. Hence, we adopt the YCrCb color space when 

extracting the texture feature for each 4×4 block. The 

Cr and Cb components of the YCrCb color space 

represent the color information and their AC 

coefficients provides little information for the texture. 

Thus, we use the AC coefficients from the Y 

component only to extract the texture feature. For the 

AC coefficients in one 4×4 DCT block, the LF 

components capture most part of the detailed 

information while the HF components include little 

information. According to [13, 23], the coefficients in 

each LF, MF, HF parts are summed as one value to 

obtain three corresponding elements to represent the 

texture feature T for each DCT block: 

 , ,LF MF HFT t t t  

Where tLF, tMF, tHF is the sums of all the coefficients in 

the LF, MF and HF parts, respectively. 

After the texture feature of each DCT block is 

obtained, the Euclidean distance is adopted to calculate 

the difference between two texture feature vectors 

from different blocks. The Euclidean distance has 

widely been used to calculate the dissimilarity between 

pixels or pixel sets in image processing. Since the 

texture feature is expressed by low/medium/high 

frequency, we use the Euclidean distance to calculate 

the difference of low frequency, medium frequency 

and high frequency respectively. Thus, the texture 

dissimilarity dt(i, j) between two blocks i and j can be 

calculated as follows: 

2( , ) ( ) , { , , }t F F F

i j

F

d i j t t F LF MF HF    

Where F

it and 
F

jt denote the components of Ti and Tj. F 

is the calculation coefficient where αLF + αMF + αHF =1. 

Similar to color information, the texture information is 

obtained by the following equation: 

( , ) 1 ( , )t t

normS i j d i j   

Where ( , )t

normd i j  is the normalized texture information 

vector and St(i, j) denotes the texture similarity 

between blocks i and j. 

The weight on each edge should reflect the 

likelihood that two blocks belong to one object. So in 

this paper the location information Sl(i, j) is further 

considered by using the following equation: 

2|| ( ) ( ) ||
, || ( ) ( ) ||

( , )

0,

l

X

X i X j
e if X i X j T

S i j

otherwise



  
 

 



 

Where X(i) is the spatial location of block i and X(j) is 

the spatial location of block j together with the texture 

information St(i, j) and color information, the semantic 

affinity information is calculated by the following 

equation: 

( , ) ( , ) ( ( , ) ( , ))l t c

t cw i j S i j S i j S i j       

Where w(i, j) denotes the semantic affinity between 

block i and j. δc and δt represent the weight of texture 

and color, respectively. As we can see, if the location 

of two blocks is large, the weight between this pair of 

blocks are small. Note that the weight w(i, j) is equal to 

0 for any pair of blocks that are more than T blocks 

apart. 

4. Improved Normalized Cuts 

4.1. Traditional Normalized Cuts 

Given a graph G=(V, E), the cut is defined as the total 

weight of the edges which has been removed between 

two disjoint sets A and B 

   
,

, ,
i A j B

cut A B w i j
 

   

Where A  and B  are sub-graphs with constraint of 

A B V  , A , B  , and A B . 

Graph partition cuts out edges with low values of 

weight, since low weight indicates low similarity 

between the paired pixels [49]. Hence, the optimal 

partition of a graph is the one that minimizes this cut 

value. Literature [55] proposes a clustering method 

based on the minimum cut criterion. This method 

partitions a graph into several sub-graphs such that the 

maximum cut across the sub-graphs is minimized [49]. 

However, the minimum cut criterion is a global 

optimal criterion for image segmentation; it is 

implemented while the image segmentation problem is 

viewed by seeking all the possible solutions. With the 

minimum cut values obtained, the segmentation result 

is formed by removing the edges indicted in Equation 

(9). Besides, the minimum cut criterion favors cutting 

small sets of isolated nodes in the graph. Figure 5 

illustrates one such case. Since minimum cuts cannot 

give satisfactory results in image segmentation, 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 
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Literature [49] propose the normalized cuts algorithm 

to improve the minimum cuts. The normalized cuts 

algorithm alleviates the isolated pixels problem by 

computing the cut cost as a fraction of the total edge 

connections to all the nodes in the graph, i.e. 

optimal cut

node1

node2

Min-cut1

Min-cut2

 

Figure 5. An example of minimum cut which gives a bad result. 

 
 

 

 

 

, ,
,

, ,

cut A B cut A B
Ncut A B

assoc A V assoc B V
   

Where ,( , ) ( , )i X j Vassoc X V w i j    is the total 

connection from nodes in X  to all nodes in the graph, 

X=A or B. Traditional Ncuts problem can be solved by 

formulating into a generalized eigenvalue problem in 

the field of spectral graph theory [49]. 

4.2. Our Formulation: DCT-SBS based 

Spectral Clustering 

To improve the performance of the normalized cuts 

criterion for the region-based graph, we try to recall 

that the intention of the normalized cuts results in high 

intra-similarities and low inter-similarities. Following 

these rules, we start from the energy function of the 

normalized cuts and define a theorem as follows: 

 Theorem: Given a graph G with the node set 

V={1,2,…n} and weight matrix W, let H=[hii] 

denotes the diagonal matrix. We define 

2( )
, ,

1
( )

i jDC DC
i j A i j

h A
e


 

   

Where A is the subset of the graph nodes, DCi and DCj 

denote the means of block i and j, respectively.  

Following the definition of h, we define the energy 

function as follows:  

(
a

, )
  min

( ) ( )
rg

A N

cut A A

h A h A 
 

Note that A and A  are two subsets of the graph node 

set V. Based on the following proof, the optimal 

solution of the energy function is corresponding to the 

second smallest eigenvector of the generalized 

eigenvalue problem. 
( )D W x Hx   

With x as the eigenvector and λ as eigenvalue. 

 Proof: Given A V , let a binary vector 

f=(f1,f2,…,fn)∈ Rn has the following entries: 

(A)
,

(A)

(A)
, A

(

      

     
A)

 

i

h
if i A

h
f

h
if i

h


 


 

 


 

The proof starts from the laplacian matrix L of graph G, 

where L=D-W. following literature [47, 49], we have 

' ' ' 2

1 , 1

2 2

1 , 1 1

2

, 1

2

,

,

1
[ 2 ]

2

1
( )

2

1 ( ) ( )
[ ( )

2 ( ) ( )

( ) ( )
                       ( )

( )( )

n n

i i ij i j

i i j

n n n

i i ij i j j j

i i j j

n

ij i j

i j

ij

i A j A

ij

i A j A

f Lf f Df f Wf d f w f f

d f w f f d f

w f f

h A h A
w

h A h A

h A h A
w

h Ah A

 

  



 

 

     

     

 

  

   

 
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



 2

2

2

]

1 ( ) ( )
[ ( , ) ( 2)

2 ( ) ( )

( ) ( )
                        ( , ) ( 2)]

( )( )

( , ) [ ( ) ( )]

( ) ( )

( , )
( )

( ) ( )

h A h A
cut A A

h A h A

h A h A
cut A A

h Ah A

cut A A h A h A

h A h A

cut A A
tr H

h A h A

   
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 




 


 

Where tr(H) is the trace of the matrix H. Moreover, we 

have 

'

1

( ) ( )
( ) 1

( ) ( )

( ) ( )
                             ( ) ( ) 0

( ) ( )

n n n

ii i ii ii

i i A i A

h A h A
Hf h f h h

h A h A

h A h A
h A h A

h A h A

  

   

  

  
 

and 

' 2

1

( ) ( )
( )

( ) ( )

n n n

ii i ii ii

i i A i A

h A h A
f Hf h f h h tr H

h A h A  

       

Therefore, solving the energy function of Equation (17) 

is equivalent to find  

' '.arg min    1 and.   ( )
f

s t Hff Lf f Hf tr H  

Note that finding the optimal solution for the above 

optimization problem is NP-hard, since the elements in 

the vector f are only allowed to take two distinct values. 

The optimization solution is obtained by relaxing fi to 

take real value as follows [47, 49]: 

' 'arg min         ). 1 (
nf R

s t Hf Lf f Hf an f r Hd t


  

Suppose 
1

2g H f  ,we have the relaxed problem 

1

22

1 1

2 2

, ,|| || ( )n

T

g R g H g tr H

arg min g H LH g
 

  

 

Where 
1 1

2 2H LH
  is a symmetric matrix. According to 

(10) 

) 

(11) 

) 

(12) 

) 

(13) 

) 

(14) 

) 

(15) 

) 

(16) 

) 

(17) 

) 

(18) 

) 

(19) 

) 

(20) 

) 
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literature [47], we have the properties of the following: 

 Property 1: The matrix 
1 1

2 2H LH
   is positive 

semidefinite. 

 Property 2: The smallest eigenvalue of 
1 1

2 2H LH
   is 

zero and its corresponding eigenvector is 
1

21H . 

Following Properties 1 and 2, the solution of the 

optimization problem in Equation (20) is the second 

smallest eigenvector of the eigenvalue problem: 

1 1

2 2H LH g g
 

  

Substituting 
1

2H f
  with g , we have 

1 1

2 2H Lg H g


  

and 

Lg Hg  

Therefore, the optimum solution is the second smallest 

eigenvector of Equation (22). 

The generalized process constructed above in 

sections 3 and 4 combines the multi-feature fusion 

method and the DCT-SBS based spectral clustering 

method to finish the image segmentation task. The 

flow chart of the proposed algorithm is shown in 

Figure 6. 

 

Figure 6. Flow chart: image segmentation with multi-feature in 

compressed domain and spectral clustering. 

5. Experiments 

5.1. Segmentation Benchmark 

The difficulty of evaluating the segmentation results 

falls on the small number of the canonical test datasets 

available to provide ground truth segmentations. This 

is partly because the manual delineation of segments in 

complex images can be laborious. Furthermore, people 

tend to incorporate their subjective considerations 

which are beyond the scope of the data-driven 

segmentation Algorithms (1). In our experiments we 

adopt the benchmark presented by [14]. This dataset 

precisely marks the pixels in salient object regions and 

makes each image containing a clear and unambiguous 

object. We evaluate the segmentation results by 

comparing their consistency with the ground truth 

segmentations. With no loss of generality, we use the 

average precision, recall, and F-measure [3] to do the 

comparison with the followings:  

1. Traditional normalized cuts.  

2. Mean shift.  

3. Region-based contrast method, which is the most 

challenge algorithm evaluating the segmentation 

results by automatic estimation of salient regions 

without any prior assumption or knowledge of the 

corresponding scenes. 

In pattern recognition and information retrieval, True 

Positives (TP), True Negatives (TN), False Positives 

(FP) and False Negatives (FN) are 4 types of each 

pixel expressed in Table 1. Accuracy for a 

segmentation task is the number of true positives 

(number of pixels correctly labeled as belonging to the 

object class) divided by the total number of elements 

labeled as belonging to the positive class: 

 Precision TP TP FP   

Where TP and TN are the numbers of the true positives 

and true negatives, respectively. And the recall is 

defined as the number of true positives divided by the 

total number of elements that actually belong to the 

positive class [7]: 

 Recal TP TP FN   

Where FN indicates the number of the false negatives. 

Then, the F-measure is defined as 

 2

2

1 R P
F

P R






 


 
 

Where P and R denote the precision and recall as 

described in Equations (23), and (24), respectively. 

Table 1. Precision-recall contingency. 

 Observation 

Prediction 

TP – Correct result 

FP – Unexpected positive result 

TN – Correct absence of result 
FN – Missing negative result 

In this paper, we employ databases Salient Region 

Detection [14] and Corel1000 [32]. The segmentation 

algorithm proposed in this paper is compared with the 

mean shift algorithm [12] and traditional normalized 

cuts algorithm [49]. The intuitively segmentation 

results and quantitative evaluations are shown and 

discussed in the following. 

5.2. Evaluation 

Several segmentation results are chosen to illustrate 

that the algorithm proposed in this paper outperforms 

other methods. Figure 7 shows a sample result 

obtained by applying our algorithm to images from the 

(21) 

) 

(22) 

) 

(23) 

) 

(24) 

) 

(25) 

) 
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Salient Region Detection database compared to some 

other algorithms. The fourth column of the image 

matrix in Figure 7 is the most challenging part. While 

it has the most complex background and the shape of 

the object in this image is anomalous, our algorithm 

still detects the right object compared with the 

benchmark. 

 

Figure 7. A sample of the results obtained by applying our 

algorithm to images from the salient region detection database 

compared to some other algorithms. From top to bottom: Original 

images, benchmark, Normalized Cuts, mean shift, and our method. 

Since our method is based on the DCT-SBS, the 

final segmentation contour is made up of boundary 

blocks, which means our segmentation results are 

based on the block-level instead of pixel-level. 

Therefore, large size of block will lead to poor 

segmentation results and even cannot get the correct 

segmentation results as shown in Figure 8. It is clear 

that the block size with 4×4 can get the best 

segmentation results. As the block size increases, some 

images cannot get the correct segmentation results. 

This is partly because the block with larger size may 

contain the background and foreground which have the 

similar color information. Thus, the feature vector in 

this block is difficult to get, leading to the wrong 

results. Figure 8 also shows that the results with block 

sizes 2×2 and 4×4 is much more similar. However, the 

efficiency is obvious poor with respect to those block 

sizes, e.g., block size with 2×2 requires twice the time 

to finish the discrete cosine transform on each block. 

 

 

Figure 8. Different size of block result in different segmentation 

results, from top to bottom, block size is 2×2, 4×4, 6×6, 8×8 

respectively. 

Figure 9 shows the average precision, recall and F-

measure for different segmentation methods: 

1. Gaussian blob (Gau) [44].  

2. Frequency-Tuned (FT) [2].  

3. Segmenting salient objects (SEG) [46]. 

4. GrabCut [45]. 

5. Context and shape prior (CB) [28].  

6. Histogram based Contrast method (HC) [14] 

7. Ours (method proposed in this paper). 

For the parameters in our method, parameters c , t ,  , 

the values of each weight in color information and 

texture information are shown in Table 2.   is set to 

be 0.3 according to [2, 14] to weigh precision more 

than recall. Other parameters are the default values 

with respect to the traditional normalized cuts. The 

other segmentation algorithms are running with their 

optimal parameters in the experiments. The test results 

(Figure 9) clearly shows that our method achieves the 

highest average recall score (0.921) and F-measure 

score (0.9003). The most challenging algorithm is the 

HC method: it achieves the best score in precision and 

the F-measure score (0.878) is close to our method. 

However, the recall score for the HC algorithm is 

inferior to that of our method.  

Table 2. Part parameters setting in the experiments. 

parameter RW  GW  BW  c  t  

value 0.26 0.70 0.04 0.716 0.284 

parameter LF  MF  HF     

value 0.5 0.33 0.17 0.3  

 

 

Figure 9. Comparison average precision, recall and F measure for 

different segmentation methods: Gaussian blob [44], frequency-

tuned [2], Segmenting salient objects [46], CB [28], HC [14] and 

ours. 
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In addition to this evaluation, we also evaluate our 

method on the Corel1000 database [32] and compared 

with the mean shift algorithm and traditional 

normalized cuts. Sample results of applying our 

method to images from Salient Region Detection 

database and Corel1000 database are shown in Figures 

10, and 11. Experimental results clearly show that our 

method outperforms other algorithms. 

 

Figure 10. A sample of the results obtained by applying our 

algorithm to images from the Salient Region Detection database 

compared to some other algorithms. From top to bottom: Original 

images, benchmark, normalized cuts, mean shift, and our method. 

 

Figure 11. A sample of the results obtained by applying our algorithm to images from the Corel1000 database. 

All the segmentation tasks in our experiments are 

implemented on a desktop equipped with a 2.7 GHz 

Pentium (R) Dual-Core CPU and 4GB RAM. Most 

programs are implemented in the MATLAB software, 

except some time-consuming operations in the Visual 

Studio 2010 software interfaced with MATLAB 

through mex-files. Some traditional program 

frameworks such as the normalized cuts and discrete 

cosine transform weight are available online with 

MATLAB version. The segmentation efficiency of our 

method has been largely improved compared with the 

traditional normalized cuts. When solving a standard 

eigenvalue problem, a 400×300 image in the traditional 

normalized cuts has 120000 graph nodes. In our 

method, when taking the discrete cosine transform 

block size 4×4, the number of graph nodes is reduced 

to 7500 graph nodes. The large decrease on the graph 

nodes number dramatically improves the computation 

efficiency. 

6. Conclusions 

This paper proposes a novel graph-based (block-based) 

approach to image segmentation based on the 

traditional normalized cuts algorithm. The traditional 

normalized cuts algorithm is recalled by treating the 

image segmentation task as a graph partitioning 

problem. The discrete cosine transform is utilized to 

obtain the features (color, texture and location 

information) of each image, considering the huge 

image size of the high-resolution digital image. A 

novel computational method is developed and applied 

to compute weight between graph nodes efficiently. 

The proposed segmentation algorithm is applied to the 

Salient Region Detection database and Corel1000 

database. Experimental results clearly show that our 

method outperforms other algorithms. 

Another contribution of this paper is the 

transformable framework which is derived from the 

traditional normalized cuts. Through Section 5, it turns 

out to be easy to get suboptimal results by solving a 

generalized eigenvalue system. The key goal of our 

framework is to maximize the association within the 

regions, and meanwhile, minimize the disassociation 

between the regions. The experimental results 

demonstrate that the good segmentation precision and 

high efficiency of the novel approach proposed in this 

paper. Future work falls on the consideration of the 

semantic information into the link of the edges. 
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