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Abstract: Pedestrian detection is one of the important areas in computer vision. This work is about detecting the multi-

directional pedestrian’s left, right, and the front movements. On recognizing the direction of movement, the system can be alerted 

depending on the environmental circumstances. Since multiple pedestrians moving in different directions may be present in a 

single image, Convolutional Neural Network (CNN) is not suitable for recognizing the multi-directional movement of the 

pedestrians. Moreover, the Faster R-CNN (FR-CNN) gives faster response output compared to other detection algorithms. In 

this work, a modified Faster Recurrent Convolutional Neural Network (MFR-CNN), a cognitive approach is proposed for 

detecting the direction of movement of the pedestrians and it can be deployed in real-time. A fine-tuning of the convolutional 

layers is performed to extract more information about the image contained in the feature map. The anchors used in the detection 

process are modified to focus the pedestrians present within a range, which is the major concern for such automated systems. 

The proposed model reduced the execution time and obtained an accuracy of 88%. The experimental evaluation indicates that 

the proposed novel model can outperform the other methods by tagging each pedestrian individually in the direction in which 

they move. 
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1. Introduction 

In recent years, owing to the development of 

technology, most of the things get automated and 

increases productivity to a large extent. One such 

important automated system is driver assistance and 

surveillance systems. Environmental circumstances 

play a vital role in such automated systems. The system 

must sense the environment and act accordingly. 

Furthermore, the system should be capable of reacting 

to the abnormalities in the environment. This includes 

the interruption by other vehicles moving in the lane and 

the walking pedestrians. The road accidents occur 

especially during the nights and therefore an algorithm 

has been provided to detect the pedestrians precisely in 

[11]. The direction recognition of the pedestrians 

moving in the pavement plays a crucial part in assisting 

the automated driving system. Also, the occluded 

pedestrian targets need to be handled and can be 

detected via body parts [17]. Suppose a sudden change 

in directions of the pedestrian while walking on the 

pavement can be a life-changing threat to the driver as 

well as the pedestrian. In such cases, the automated 

driving system should be alerted to take sufficient 

actions and avoid misfortunes [20]. For this purpose, 

videos of the pedestrians walking in the pavement are 

captured, and the movement is continuously monitored. 

In regards to the easy task processing, the videos captured 

are split into images and then processed by the neural 

network. 

Before the advent of deep learning, the handcrafted 

features were used for image recognition, where the 

features from edges and corners of the images were 

used. Also, the abrupt changes in the intensity of the 

image are used for the recognition task. But these 

handcrafted features proved to be not much efficient, 

especially when there is a considerable variation in the 

data. The high-end camera was used for capturing the 

videos which could detect the pedestrians exactly [18]. 

Over the years, with the development of deep learning 

and the capability of parallel processing, the tasks in 

Graphics Processing Unit (GPU)s stirred up the method 

of image recognition. Deep learning eases the job of 

extracting the features that constitute a significant 

overhead in the traditional neural network architectures, 

where we need experts in the field to manually design 

some feature extraction methods. The conventional 

deep neural network used for image recognition is the 

CNN. Despite its remarkable success, the main 

drawback is that it cannot correctly classify if there are 

multiple pedestrians moving in different directions in a 

single image. In general, CNN outputs a single class 

which has the highest probability. In this work, the 

MFR-CNN model is used that classifies the direction of 

movement of the pedestrians as left, right, or front for 

each pedestrian present in the image. The proposed 
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cognitive approach gives a multi-class prediction of 

pedestrians in a single image, and the process of tuning 

the anchor size according to the pedestrian speeds up the 

performance of the model. The objective and intention 

of the proposed work is to provide real-time assistance 

for autonomous vehicles in detecting multi-object and 

multi-directional pedestrians quickly with good 

accuracy. 

The work of this paper is organized as follows. 

Section 2 describes the related works undertaken 

previously on pedestrian detection. Section 3 describes 

the proposed work, which makes use of the modified 

anchor sizes to detect pedestrians more efficiently. 

Section 4 describes the experiments, analyzes the 

performance of the model, and shows the results 

obtained on the dataset. Finally, section 5 concludes this 

paper. 

2. Related Works 

From simple to complex scenarios, various approaches 

have been proposed to detect pedestrians under different 

conditions. The previous works mostly deals about 

detecting whether a pedestrian is present in the given 

environment or not. It is an uphill task to detect 

pedestrians because it may be strongly impacted by 

appearance and shadow. The proposed work of 

recognizing the direction of movement is different from 

detecting pedestrians in an environment. The features 

extracted are unique to that image and different images 

have different feature map representations. The better 

the features are extracted, the better it gives insight into 

the image, which is the primary requirement for 

processing. In the early conventional approaches, 

handcrafted features were used for image processing, 

which wasn't much effective. In the later stage, the deep 

neural networks were used for this task, which proved 

to be effective with computation cost. 

2.1. Conventional Approaches 

In [25], Histogram of Gradients (HOG) was used to 

extract information from the given image. The idea 

behind using HOG is to capture the local object 

appearance and to reduce the illumination impact with 

the help of intensity gradients or edge directions. The 

image is divided into many patches, and the features for 

each patch are extracted by calculating the vertical 

gradient and the horizontal gradient. Additionally, they 

have used background subtraction as a step forward to 

improve performance. However, the assumption is that 

a non-uniform grid’s perspective is employed, which 

concentrates only on important ones, and the less 

important regions are left behind. Yet, the less important 

regions may contain useful data that might help in 

detecting the direction of pedestrians.  

 In [19], the pedestrian detection method based on the 

modified HOG features was proposed, where they tried 

to reduce the dimension of the HOG features extracted. 

Initially, they have built a set of single-channel features 

based on the HOG descriptor. Then, they combined 

several HOG Channel features to acquire a feature with 

a low dimension, which on further use tends to be 

computationally less expensive without the loss of 

features. Their work decreased the dimension by 44.4% 

compared to the original HOG feature. In [9], 

pedestrians were detected using the Support Vector 

Machine (SVM). With the help of AdaBoost and 

cascading methods, the pedestrian candidates were 

separated from the image. Then it is ensured that 

whether the extracted patch contains the pedestrian or 

not by passing it to SVM. Additionally, a method of 

binary conversion is employed, where the binary values 

were assigned to each pixel of the image. Thus, SVM 

tends to accomplish this by trying to find an optimal 

hyper plane, which has the maximum margin between 

the class of pedestrians and non-pedestrians only. 

In [16], the Local Binary Pattern (LBP) was used to 

extract the features, combined with the HOG features 

and finally classified by a linear classifier. In [21], a 

multi-scale classifier used here replaced the image 

feature pyramid building process, which consumed 

more time. The Binary Pattern of Gradient (BPG) 

feature derived from the HOG feature maintains local, 

regional characters that detected pedestrians. The 

performance of the proposed BPG and the combination 

of LBP and BPG features were compared. The latter 

produced better results. 

In [10], the local Haar-like features combined with 

the edge maps were used. These Haar-like features 

extract the edge/contour of pedestrians. The method of 

localized normalization is proposed to reduce the 

background noise. The computation time is saved, but 

the efficiency of the detector is reduced. Also, the 

detection of multi-view pedestrians has been stated as 

their future work to achieve better performance and 

accuracy. In [12], a Local Decorrelation based method 

for pedestrian detection was proposed that removes 

correlations in local neighborhoods, which boosts the 

performance of the classifiers such as the decision tree, 

random forest, or the SVM. The local decorrelation, in 

combination with the oblique decision trees, gives better 

classification. This method reduced false positives and 

provided a significant boost, but the decorrelation of 

features was not performed across the channels, which 

might give better performance if done. 

However, for the traditional pedestrian detection 

methods, there is a need to design an artificially 

complex feature, which requires a lot of domain 

knowledge and possess some limitations in robustness. 

2.2. Deep Learning Approaches 

With the evolution of the deep neural networks and the 

advent of the GPU, the image processing task has 

improved both in terms of accuracy and speed. In [6], 

CNN was used to recognize the pedestrians’ direction. 
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The concept of sum of subtracted frames is employed as 

a preprocessing step by which the pedestrian is 

separated from the background, and then the CNN 

classifies it. The drawback of this model is that it can't 

predict multiple classes present in a single image. It only 

gives the class with the highest probability as output. In 

[7], human activity recognition such ’walk’, ‘jump’, 

’side’, ’skip’, ‘p-jump’, ’run’, ’wave one hand’ (i.e., 

wave1), ’bend’, ’jack’, and ’wave two hands’ (i.e., 

wave2) are the various human actions recognized with 

accuracy 97.8 %. However, in pedestrian direction 

recognition, multiple pedestrians moving in different 

directions may be present in a single image, and there is 

a need to classify their directions such as left, right and 

front movement of them correctly.  

In [23], a deep learning method for detecting the 

pedestrians was proposed, which uses Faster R-CNN 

(FR-CNN) combined with k-means clustering to 

identify the region proposals, which is then used by the 

detector to classify accordingly. The Region Proposal 

Network (RPN) was combined with the clustering 

method. Sliding window selection was used on the 

feature maps of the convolutional layer and a higher 

accuracy was achieved. In [13], a deep CNN was used 

for detecting pedestrians. Non-maximal suppression 

technique was used to handle multiple bounding boxes 

over one pedestrian. The CNN classifies the pedestrian 

and non-pedestrian images of the patches generated by 

the sliding window. The fixed-size window was shifted 

vertically and horizontally to detect pedestrians at 

apparent sizes. Stochastic Gradient Method (SGM) was 

used for training. However, the system needs to be 

evaluated on a few more datasets to make it robust and 

it was not suitable for real-time processing.  

In [22], multi-scale pedestrian detector was 

proposed. The detector was built using recurrent 

convolution and skip pooling. The model provided a 

consistent performance with a bit faster speed. 

Similarly, in [3], multilayer channel features were 

proposed to increase the detection speed. However, the 

system produced a good performance only in 

recognizing the pedestrians but did not predict the 

directions of pedestrians. In [24], a multiclass detection 

network was used for detecting distorted pedestrians. 

The distorted pedestrians may possess different shapes. 

The different levels of distortion were classified with the 

help of the multi-classification layer. This layer can 

explicitly define the distorted pedestrians into our target 

classes, where gradient descent velocity is the prime 

factor. The boundaries of the classes are not fixed here. 

The work showed better results of detection in distorted 

visual pictures. However, the above approaches could 

recognize the pedestrians but not the direction of 

movement of pedestrians. 

In [20], an approach based on Darknet with prior 

information about bounding boxes was used. The model 

adopts a CNN structure and anchor boxes to predict the 

coordinates and the pedestrian scores. Further, different 

ConvNets had to be used in the deep network to improve 

the performance. In [15], another deep learning-based 

approach was proposed, where the feature map is 

extracted with the use of PVAnet, which is a lightweight 

neural network. The optimized PVA network reduced 

the computation cost. It was combined with CNN to 

obtain more improved results. A decision tree classifier 

was used for the detection and their future work 

revolves around improving the performance of the 

model and to solve the occlusion problems. 

In [14], a method based on the dynamic adaptive 

region convolution method was proposed, which also 

boosts up the process and thus reduces the time of 

computation. The Eigen values of a particular region 

were extracted to determine the characteristics of the 

entire region, thereby reducing the dimension. 

Occlusion is an essential factor that needs to be 

addressed. The partially occluded pedestrians are 

identified in [2], and compared with other classifier 

methods. The approach could also detect not only 

pedestrian targets but also other occluded objects. 

Sudden pedestrian crossing [8] should be detected and 

alerted for safe driving. Their work captured the 

pedestrian crossing using the Far-Infrared (FIR) camera, 

which leverages the hotspot features. It uses cascaded 

random forest with low dimensional Haar-like features 

and oriented center-symmetric LBPs. Adaptive scaling 

and the segmentation algorithm for every odd horizontal 

line used here reduced the computational cost. The 

pedestrian movement and speed were computed. The 

path prediction of pedestrians is still a future work to be 

accomplished. 

After gaining knowledge of the previous works done, 

a conclusion can be drawn that no action has been done 

regarding detecting multiple pedestrians moving in 

different directions in a single frame. The proposed 

work can effectively detect each pedestrian present and 

the class (left, right, and front) to which they belong.  

Therefore, the contributions of our work can be 

summarized as follows. 

 A modified Faster R-CNN (MFR-CNN) architecture 

is proposed, which can uniquely identify multiple 

pedestrians moving in different directions in a single 

image with ease. 

 The anchor sizes are fixed in such a way that the 

pedestrians within only a specific range are 

concentrated. 

 A fine-tuning of the convolutional layers is done to 

extract a better feature map representation. 

 Training of the model in the Graphics Processing 

Unit thereby reducing the execution time and 

increasing the accuracy of the model. 

3. Pedestrian Detection Methodologies 

This section explains the proposed work of this paper. 

The MFR-CNN model is built for detecting the direction 
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of motion of the pedestrians, i.e., left, right, and the front 

on the pavement. The proposed methodology of 

recognizing the direction of pedestrians is to reduce the 

processing time of mapping individual pedestrians with 

their corresponding class. As an initial step, the dataset 

is preprocessed and then given as an input to the neural 

network in a way that neurons could handle the images. 

3.1. Data Collection and Preprocessing 

3.1.1. Data Collection 

The dataset includes videos of the pedestrians walking 

in the pavement in multiple directions. A video is simply 

a sequence of frames depicting the pedestrians walking, 

with different parameters, and the frame rate 

contributing the higher in detecting the movement. 

Frame rate usually determines the quality of videos. 

Typically, the frame rate in the videos is in the range of 

twenty frames per second to sixty frames per second. On 

average, there will be around thirty images generated 

per second on a standard video. An image may contain 

a single pedestrian or multiple pedestrians present in it. 

3.1.2. Data Preprocessing 

The images containing detailed information can be 

removed without losing the information present in the 

video with a factor known as the distance effect. Instead 

of eliminating images as a whole, as it may lead to loss 

of information, removing only three or four frames in 

between the frames reduces the computational task 

without losing the vital information present in the 

videos. This way of extracting images from the videos 

under different environmental conditions helps in 

detecting the motion of pedestrians. In addition to the 

removal of unnecessary frames, the dataset is manually 

annotated and the frames containing only the plain 

background is removed, as there is no use in training 

such images. The performance of the model decreases if 

those images were used for training. 

 

  
       a) Moving left.                      b) Moving right                 c) Moving front. 

Figure 1. Sample images in the dataset. 

The sample images of the pedestrians moving left, 

right, and the front is depicted in Figure 1. Principally, 

the time consumed for processing the videos is much 

higher due to the computational process involved. 

Owing to the processing task, the videos captured are 

split into images. The ground truth values are generated 

for each image, which includes finding the 

corresponding coordinates for each pedestrian to be fed 

into the neural network. 

For the classification task, the image and the ground 

truth values are given as the input to the neural network. 

A rectangular box is recognized as an outline of the 

pedestrian present inside the image. The coordinates 

contain the exact position of the top left corner and the 

bottom right corner through which the coordinates of the 

entire rectangular box are obtained. So, a total of 4 

points are obtained for each pedestrian present in the 

image. The class label indicating the direction of 

movement of the pedestrian present inside the box is 

also obtained. The coordinates obtained along with the 

class label are fed into the neural network. Figure 2 

shows an image with the corresponding ground truth 

values. Suppose if there are as many pedestrians present 

in a single image, the coordinates for each of them are 

found separately and then fed into the network as a 

whole, along with the image. 

 

Figure 2. Ground truth values for an image. 

3.1.3. Noise Reduction  

Another important factor that is to be dealt with the 

digital image processing is the noise associated with the 

images, which dent the clarity of feature extraction.  

Image noise is the random variation of color, 

brightness, shades, and other attributes present in the 

image. Moreover, the image noise can span from almost 

indistinguishable flecks on a digital snapshot captured 

in good light, to radio-astronomical images. They are 

practically entirely noise, from which a small amount of 

data can be acquired by refined acceptable processing. 

A noise level would be impermissible in an image 

because it is not feasible to determine the subject. It 

critically impacts the success rate of classification. 

Therefore, it is removed to make the image intact. 

A Gaussian function is applied to the image to 

remove the noise. The maximum value of the Gaussian 

function decrease with the increasing value of sigma 

which controls the degree of smoothness based on 

which the other pixel values vary. It computes each 

pixel value by calculating the weighted average of the 

neighbouring pixels. For higher accuracy, the nearby 

pixels will have the higher weights compared to the 

pixels which are far away. This helps in preserving the 

image smoothness preventing the loss of information 
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from the image. The Gaussian equation is stated in 

Equation (1), where x is the distance from the center, 

i.e., the origin, in the horizontal axis. Similarly, y is in 

the vertical axis, µ is the mean and σ is the standard 

deviation of the Gaussian distribution. The Gaussian 

function computes each pixel’s new value by taking the 

weighted average of the neighboring pixels. As a result, 

the original pixel receives the highest weight and the 

weight decreases as the pixel moves away from the 

original pixel. Depending on the value of the σ, the 

influence of other pixels varies controlling smoothness. 

 

 

Figure 3. Image with noise factor removed. 

G(x, y) = A𝑒
−(𝑥−µ𝑥)2

 σ𝑥
2  + 

−(𝑦−µ𝑦)2

σ𝑦
2   

 

This noise reduction technique helps in viewing the 

original image through a translucent screen, which 

resembles the original image, as shown in Figure 3. The 

exact purpose of removing noise from the image gives 

additional features which assist in classification besides 

the existing features of the normal image. This provides 
the classifier with the sophisticated set of features to 

be considered during classification. 

3.2. Proposed Work 

3.2.1. Workflow 

The workflow starts by extracting the frames from video 

as an initial step, followed by manual annotation of the 

images. Then the set of images is separated into a set of 

training images and testing images. The testing set 

consists of images that the model has never seen during 

the training process. The ground truth values are 

generated for the training set images followed by 

feeding them into the proposed neural network model.  

 

Figure 4. Flow diagram of the proposed work. 

The model gets trained on the images with the 

specified hyper parameter values. Then, the testing set 

images are used to evaluate the performance of the 

model. Figure 4 depicts the workflow of the proposed 

work. 

3.2.2. Feature Extraction 

Initially, padding is applied to the input image, which 

appends zeros to the input so as to match the dimension 

of the input mentioned. The reason is that different 

images may have different sizes. As the network layers 

have a static input dimension, the zero padding is done 

to bring all the input to the same dimension. 

The CNN’s are the biologically inspired variants of a 

multi-layer perceptron. It consists of many layers which 

produce an output by applying a differentiable function 

on the input. The convolutional layer is the most 

important layer, which does the major part of the feature 

extraction task. During the forward computational pass, 

the filter slide across the width and height of the input, 

which in turn produce the activation map as the output. 

This gives the response of the filter at each spatial 

position of the input. To reduce the computational 

process, our proposed work restricts the connections 

between the input units and the hidden units of the 

network, thereby allowing each hidden unit to connect 

to only a small contiguous region of pixels in the input. 

The convolutional layer calculates the output of neurons 

that are connected to the localized regions in the input, 

with each of it computing the dot product between the 

weights of the filters and a small region of the input. The 

filter weights are initialized with some random values 

initially, which on course, gets assigned with the 

appropriate weights depending on the network. In 

general, the convolutional layer applies filters across 

pixels, computes the values, and then passes the output 

of it to the next layer.  

The Rectified Linear Unit activation (ReLU) 

function is used, an element-wise activation function 

that converts the negative values to zero and thus 

(1) 
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improves the computational process. The Rectified 

Linear Unit (ReLU) equation is stated as,  

𝑓(𝑥) = {
x            , if x > 0

0         , otherwise
  

Here, x is the input to which the activation function is 

applied. That is, the output activation function values 

are all greater than zero. The pooling layer is used to 

reduce the size of the model by reducing the number of 

parameters, which combines the output of neuron 

clusters at a particular layer into a single neuron in the 

following layer. The pooling operation performs a down 

sampling along the spatial dimension resulting in a 

reduced volume. Here, the maximum pooling is used, 

which takes the maximum value from each cluster of 

neurons at the previous layer. Each layer of the network 

is configured with different parameters with the 

convolutional layer taking some special parameters, 

whereas the ReLU layer and the pooling layer don’t take 

such parameters. The initial layers tend to extract the 

layman features while the layers deep through the 

network tend to extract more precise features. Figure 5 

shows the convolutional layers used for feature 

extraction. The multispectral pedestrian detection used 

two convolution layers to detect under adverse 

illumination [5]. However, our work used four 

convolutional layers and provided a better accuracy. 

Therefore, it should be noted that using very higher 

number of layers tend to diminish the features. 

 

Figure 5. Convolutional layers for feature extraction. 

3.2.3. Base Network 

The idea of initializing the weights of the model is to 

give better performance since random weights will be 

difficult to approximate, thereby leading to performance 

degradation. However, the random initialization of 

weights needs much more epochs to specialize, resulting 

in much amount of training time being consumed. The 

ResNet model is a more generalized one which is used 

for multi-class classification problem. The base weights 

of the network are initialized with the weights of the 

ResNet model. The ResNet architecture overcomes the 

huge problem of vanishing gradient in the deep neural 

networks. This is because of the reasons that as the 

neural networks become deeper; it will be unable for the 

gradient to back propagate the errors through the earlier 

layers of the network. The ResNet architecture 

incorporated identity shortcut connections as a solution 

to the vanishing gradient problem. Once the model starts 

training on the training set, the network weights get 

updated over the training process and they get tuned in 

such a way that it becomes more specialized for 

classifying the pedestrians. 

3.2.4. Modified Faster R-CNN (MFR-CNN) 

Network 

The pedestrian detection is a way of detecting objects 

on a particular image. This kind of recognition takes 

place in real-time. Hence, the need to process the input 

faster and generating the response has been a major 

challenge. The CNN with multiple layers is usually 

needed to detect the presence of multiple pedestrians in 

a single frame. Therefore, as a similar network, we go 

for Recurrent Convolutional Neural Network (R-CNN). 

R-CNN uses selective search, which tends to produce 

bad region proposals. Besides, R-CNN has an extensive 

computational task, so it cannot be used for processing 

real-time applications.  

Algorithm 1: MFR-CNN 

Input: Set of Images I 

Parameters: Gaussian function G, loop variable r, old feature 

map F, new feature mapF', Region Proposals R, Fully Connected 

Layer FC 

Output: Class Label L, Offset P 

1: Procedure CLASSIFIER(I) 

2:     For image in I do 

3: Perform convolution operation on the image 

4: Apply the activation function f(x), 

  𝑓(𝑥) = {
𝑥              , 𝑖𝑓 𝑥 > 0
0         , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

5: Perform a maximum pooling operation  

6: Flatten the extracted F 

7: Apply G on the image, 

  G(x, y) = A𝑒
−(𝑥−µ𝑥)2

 𝜎𝑥2 +
−(𝑦−µ𝑦)2

𝜎𝑦2
 

8: Extract F' for the new image 

9: Concatenate F and F' 

10: For r in anchor_ratio do 

11:  width[r] = scale * anchor_ratio[r.width] 

12:  height[r] = scale * anchor_ratio[r.height] 

13:         End for 

14: Generate R  

15:  Reshape R and feed them to the FC layer  

16:  Apply the softmax equation and obtain L and P 

  𝜎(𝑧)𝑗  =  
𝑒

𝑧𝑗

∑ 𝑒𝑧𝑘
𝑛

𝑘=1

   

17: End For 

18: End Procedure 

The FR-CNN generally has quicker response time 

compared to its other counterparts in image processing. 

The FR-CNN uses a separate network passing the entire 

image to CNN instead of applying a selective search 

algorithm. The network is known to generate good 

features from the images. The response from the FR-CNN 

network doesn’t change the originality of the image. The 

shape and the structure of the image remain the same. 

Initially, the feature map for the image is extracted by 

(2) 
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passing it to the convolutional layers. With the help of 

the feature map, the RPN is used for generating region 

proposals [4]. It tends to be fast and can be deployed in 

real-time. Usually, anchors of different sizes are used to 

detect the objects. The different anchor values are used 

such as 128, 256, and 512, and, in the end, the object 

proposals are obtained. Since the pedestrian will be of 

some fixed size and it doesn’t vary to a large extent, we 

use fixed size anchors. The standard ratios of anchor box 

are 1:1, 1:2, and 2:1. However, the proposed work fixes 

the anchor size as 256, which boosts up the 

computational speed. Then pooling is applied to bring 

down all the proposals to the same size. 

Finally, a fully connected layer is used to classify the 

direction of the pedestrian movement and find its offset.  

Figure 6 represents the architecture of the pedestrian 

direction recognition model. The proposed algorithm 

for MFR-CNN is explained in Algorithm (1). For 

training the model, the input image, along with the 

coordinates for the particular region of interest, is fed 

into the model. As we need the final output probability, 

a softmax function is used. The softmax function 

converts the output values of any range to be between 0 

and 1. The output of the softmax function is the 

probabilities of the pedestrian moving to the left, right, 

or to the front. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 6. Architecture of the pedestrian detection model. 

3.2.5. Hard Negative Mining 

To improve the performance of the model, the idea of 

hard negative mining is used. If there is a bunch of 

images that contain one or more pedestrians and the 

ground truth values for each pedestrian is passed along 

with the image as input to the model. The samples may 

be either positive or negative samples. The positive 

samples are to be classified by the model by giving the 

corresponding output label, and the negative samples 

are the ones that do not belong to any of the classes. In 

this case, the pedestrians belong to the positive class, 

and all other objects belong to the negative class. So, the 

model will be aware of which proposals are pedestrians, 

so that helps in giving out the correct predictions.  

For each pedestrian, the positive training example is 

created by looking inside the bounding box. The 

negative samples are generated by picking up a bunch 

of random bounding boxes. For each randomly 

generated box that doesn't overlap with the positive 

samples are named as negative. Once the positive and 

negative samples are generated, the classifier is trained 

with those samples, and in order to test the performance 

of the model, it is run on the set of training images again 

with a sliding window. But it turns out that the classifier 

isn't very good, because it throws a bunch of false 

positives. The false positives are the ones that are 

classified as pedestrians by the model, but they are not 

actually pedestrians. The concept of hard negative 

mining is that the set of falsely detected patches are 

collected and explicitly generating a negative example 

out of that patch, and add that negative sample to the 

training set. When the classifier is retrained, it performs 

better because it had an additional knowledge of 

negative samples and does not classify as false 

positives. Hence, the MFR-CNN model provides better 

accuracy as hard negative mining is incorporated.  

4. Experimental Evaluation 

4.1. Dataset 

There are many datasets for detecting pedestrian 

movement in different directions. Caltech benchmark 

dataset consists of videos recorded for 10 hours captured 

from a moving vehicle driven through the usual traffic. 

The videos were split, composed of the images of 

numerous pedestrians with their corresponding ground 

truth values. The Pascalvoc dataset also accounts for 

detecting the motion of persons. The INRIA person 

dataset consists of images from various sources, 

including the images collected from personal digital 

image collections captured over a longer period 

consisting of only upright people. The persons above a 

certain minimum height are taken into consideration for 

easy detection of objects. Few other datasets are 

available for the detection of pedestrians with the 

normal view and from the aerial point of view. The main 

focus of the above datasets was only on detecting 

pedestrians surrounded by the bounding boxes. The 

limitations and the challenges in recognizing the 

pedestrians were not counted.  

The dataset used in our work is obtained from the 

members of the University of Alicante [6]. The dataset 

consists of videos of pedestrians walking in the 

pavement in different directions, i.e., considering the 

movement of pedestrians to the left direction, in the 

right direction, and the front. It includes videos taken in 

different environments under different climatic 

conditions. The video is preprocessed, and images are 

extracted from it, which is manually annotated, 

producing around 1100 images. In each image, a single 
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pedestrian or more than one pedestrian is present, each 

of them moving towards some direction. So, as a result, 

the images consist of around 1800 pedestrians present, 

moving in different directions. 

4.2. Result Analysis 

The proposed model is trained using the GPU in the 

Kaggle kernel. The use of GPUs boosts up the training 

of the deep neural network, which generally takes much 

time to train due to a large number of layers in it. The 

GPU performs parallel processing by dividing the tasks 

into sub-tasks and assigns them to multiple threads. The 

class probabilities and the offset values generated by the 

proposed model are compared with the ground truth 

information to generate the accuracy of the model. The 

normal model is trained for 50 epochs with each epoch 

possessing 500 steps. The accuracy tends to be low for 

the initial epochs, and it gradually increases and remains 

constant after executing a certain number of epochs. The 

normal model provides an accuracy of around 85%. The 

time taken for the different tasks is listed out in Table 1. 

Initially, the anchor scales are in the size of 128, 256, 

and 512 with the ratios of 1:1,1:2, and 2:1. These ratios 

are used to generate the region proposals. Generally, this 

is the standard configuration of the anchor box that the 

FR-CNN model tends to use to detect objects. The 

anchor box comprises of varying sizes from small to 

large, so that it can detect objects of different dimensions. 

Also, the use of the noise-reduced image as an 

additional segment tends to improve the accuracy of the 

model to a certain extent. Figure 7 gives the comparison 

of accuracy between the normal general model (FR-

CNN) and proposed model (MFR-CNN).  

Table 1. Time taken for testing an image. 

Task Time taken (sec) 

Noise reduction 0.06 

Prediction using CPU 1.67 

Prediction using GPU 0.38 

 

For the purpose of detecting an object, the MFR-

CNN model generates region proposals with the help of 

anchor boxes. As in the case of object detection data 

sets, there may be different sizes of objects available. 

Therefore, the anchor boxes of the small, medium and 

larger sizes are used with different ratios of height and 

width. This accounts for a total of 9 different anchor 

boxes. 

In this work, as the concern is only about the 

pedestrians, the anchor boxes are modified and made to 

be fixed with the size of 256 along with the ratios of 1:1, 

1:2 and 2:1 with the assumptions that a person won’t be 

too near the camera, and a person who is far away from 

the camera tend to be smaller in size which is not a 

concern in the automated driving systems. With this 

process of fixing the anchor size, the number of region  
 

 

Figure 7. Comparison of accuracy between the models. 

 

Figure 8. Comparison of loss value between the models. 

 

Figure 9. Comparison of proposed model vs. CNN model [6]. 

Proposals generated is considerably reduced and, in 

turn, boosts the computational speed of the model to the 

extent of thrice of the original speed of the model. This 

proves that the use of anchor sizes helps in boosting up 

the speed as that of the cascaded implementation of 

additive Kernel SVM [1] which reduces computing time 

in detecting postures of pedestrians.  

The model is fed with an image from the test set, 

which consists of images never seen by the model 

before; it can be taken as a good measure to assess the 

performance of the model. When such image is passed, 

the feature map for the entire image is generated by 

passing it to the CNN. Then the different region 

proposals are generated by using the anchor boxes and 

with the help of the feature map extracted from the 

image. If the center of the pedestrian coincides with the 

center of the region proposal generated, then the 

coordinates for the bounding box along with the 

probability that it belongs to a particular direction is 
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returned as output. The highest probability of the 

pedestrian moving to a particular direction is returned. 

From the graph, it is observed that the modified 

model tends to give a better accuracy of about88%. 

Figure 8 compares the loss value between the normal 

model (FR-CNN) and the proposed model (MFR-

CNN). The plotting and the visualization of the loss 

always provide a better insight to show the performance 

of the model. Figure 9 compares the model accuracy 

between the proposed model and the CNN model which 

is obtained in [6]. Generally, CNN model is used for 

image classification. Though it is possible to regress 

bounding boxes using CNN even for multiple objects 

but performs poorly due to interference. Whereas, the 

proposed FRCNN model detects multiple objects and 

predicts the multi-directional movement of the 

pedestrian in the single scene image much speedier than 

CNN and hence more suitable to deploy in real-time. 

Table 2. Time comparison between the models. 

Model used Time taken per step (sec) 

Normal 1.380 

MFR-CNN 0.365 

 

Generally, time and space are the two factors that are 

considered while executing the code. We can observe 

the considerable improvement in the run time of the 

model, as shown in Table 2, which is one of the critical 

factors in such real-time systems. 

5. Discussions  

The sample images are shown in Figure 1 and are fed as 

an input to the model. The model prediction for the test 

images are depicted in Figure 10. In Figure 10-a), there 

are two pedestrians present in the image, one moving to 

the left and the other moving to the right. The model 

gives the bounding box and also the probabilities. These 

probabilities are the outputs of the Softmax function, 

which converts the scores of the neural network into 

probabilities.  

 

 

 

 

 

 

 

 

 

 

a) Pedestrian moving left and right. 

 
b) Pedestrian moving right and left. 

 
c) Pedestrian moving front. 

 
d) Pedestrian moving left. 

Figure 10. [a-d] Prediction yielded output for the test images. 

The model gives a probability of 1.0 for the person 

moving to the right, indicating that it is sure that the 

person must move to the right. For the person moving to 

the left, the probability of 0.94 suggests that the model 

is not cent percent sure, but more or less, the person is 

moving to the left. A minimum threshold is fixed such 

that the probability less than 0.6 is ignored. Also, the 

probability depends on whether the exact bounding box 

is produced. This is because if a large bounding box is 

generated for a pedestrian, where only half the area 

represents the pedestrian and the other half consisting of 

unwanted information, then the features of the area 

without pedestrian also contribute to the probability, 

thereby decreasing the performance of the model. 
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Hence, the exact bounding box is generated to avoid the 

above problem. The output probabilities and the 

direction of a few more images are depicted in Fig. 10. 

6. Conclusions  

In this work, the cognitive MFR-CNN model was 

proposed to detect the direction of movement of the 

pedestrians along with the impact of using noise 

removed image as an additional input to the model. 

Also, the tuning of anchor boxes is done to deduct the 

number of region proposals generated, thereby reducing 

the time complexity by 73.5%. The faster response time 

of the model makes it easier to deploy in real-time. Also, 

the previous approaches ignored considering the 

direction with the lowest probability. The proposed 

approach overcomes this problem by giving a multi-

class output, thereby considering every pedestrian 

present in the image. The model can be employed in 

autonomous driving to alert the system when 

pedestrians come across the way. A camera can be 

deployed in a vehicle to take continuous videos of 

pedestrians walking in the pavement. The videos taken 

can be fed to the model to make classifications. Suppose 

a pedestrian moving on the left side of the road suddenly 

turns right, there is a probability that he may end up 

crossing the road, which will be captured by the model 

and can be used to alert the system that a pedestrian is 

coming up on its way. Generally, the dataset for 

pedestrians available is used to detect pedestrians, not 

their directions. The experimental results on the dataset 

used; show that the model works well under different 

conditions giving a multi-class output. 

Occlusion occurs when an object hides another 

object. This is the case with the pedestrians as a 

pedestrian walking in the pavement may conceal the 

presence of other pedestrians walking in the pavement. 

As a part of future work, the idea is to solve the occlusion 

problem between pedestrians, especially when multiple 

pedestrians are walking on the pavement. 
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