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Abstract: This paper presents a Multiple-features extraction and reduction-based approaches for Content-Based Image 

Retrieval (CBIR). Discrete Wavelet Transforms (DWT) on colored channels is used to decompose the image at multiple stages. 

The Gray Level Co-occurrence Matrix (GLCM) concept is used to extract statistical characteristics for texture image 

classification. The definition of shared knowledge is used to classify the most common features for all COREL dataset groups. 

These are also fed into a feature selector based on the particle swarm optimization which reduces the number of features that 

can be used during the classification stage. Three classifiers, called the Support Vector Machine (SVM), K-Nearest Neighbor 

(KNN) and Decision Tree (DT), are trained and tested, in which SVM give high classification accuracy and precise rates. In 

several of the COREL dataset types, experimental findings have demonstrated above 94 percent precision and 0.80 to 0.90 

precision values. 
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1. Introduction 

Content-Based Image Retrieval (CBIR) is the most 

important field of computer vision and image 

processing. It is used in different fields, such as 

medicine, health, cultural heritage, prevention of 

crime, etc. Based on its visual content, the CBIR is a 

well-defined searching and recovery technique in a 

broad dataset. The recovery of images is characterized 

by local or global visual content characteristics. The 

characteristics of the images, such as color, shape and 

texture, describe global characteristics [41]. Color is a 

common visual function used in CBIR and is primarily 

studied in literature (see Figure 1). The main goal is for 

people, particularly in color lines, to distinguish 

pictures [47]. Texture is also an important aspect of 

image surfaces and is characterized by visual patterns 

similarity, reflecting the most significant details on the 

image surface as bricks, carvings, clouds etc., These 

descriptors are also suitable for medical pictures 

recovery. The type descriptors do not imply that the 

entire picture is described, but rather, that the structure 

of the specific part of an image is described. In order to 

identify and classify object categories and collect 

points of concern and areas, local image characteristics 

were used effectively. Since, the 1990s images 

recovery from datasets have become a particularly 

dynamic research topic with visual content. 

Nonetheless, the semanticized dimension of images, 

which comprises the fundamental semantic difference 

between device results and user experience, is still not 

sufficiently considered in most trials. First, of all, an  

 
image element is extracted and features are picked. 

The second is the estimation of the similarity measures 

[42]. Eventually, function indexing and recovery is 

carried out. The way the characteristics are extracted 

and picked depends on the area of the image or the 

whole image. Descriptors are often evaluated by using 

the spatial information texture, shape and colors etc., 

The use of local descriptors has increased in recent 

years since they continue to be used in similar ways, as 

the local descriptors are extracted from the areas of the 

image, rather than from the whole image. In addition, 

local descriptors are extracted from the image in which 

the Scale Invariant Feature Transform (SIFT) [34], 

Speeded Up Robust Features (SURF) [4], Histogram of 

Oriented Gradient (HoD) [9] and Local-Binary patterns 

[39] are used specifically for CBIR. In addition to 

these LBP versions, the traditional Local Binary 

Patterns [44] were proposed as an efficient version of 

these DFLs. The calculation of similitude is the second 

and major phase of the CBIR models. It attempts to 

reduce the semantine difference [19]. In the first few 

years of the CBIR, the focus was put on the various 

similarity measures required for each particular 

function. For calculation of the resemblance between 

image descriptors, similarity measures such as 

Mahalanob is and Euclidean distances are used. Instead 

of calculating the recent use of similarities [34], 

learning of similarities has become popular [10]. 

However, in modern research for CBIR machine 

learning is becoming popular [35]. 

By taking large datasets for training [12, 40], the 

system efficiency could be improved. Synthetic 
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Aperture Radar (SAR) is typically used in second stage 

CBIR approaches over the last few years. The input 

signals with a simple combination are a dictionary-

based collection of dispersed coefficients [5, 6]. 

 

Figure 1. CBIR framework. 

In this paper, we designed and developed a novel 

CBIR based approach for image retrieval on the basis 

of classification. The proposed method is compared 

and analyzed with various well-known machine-

learning models. The results show the superiority of 

the proposed method [2, 3].  

The rest of this paper is structured as follow: section 

2 presents the related work. The feature extraction is 

discussed in section 3. In section 4, feature selection 

using Particle Swarm Optimization (PSO) algorithm is 

presented. The results and discussions are discussed in 

section 5 followed by the conclusions and future work 

in section 6. 

2. Related Works 

Local Binary Pattern (LBP) texture features are based 

on local features since the pixel value of borders is 

different in the window to the oriented reference pixel 

and are weighted in the various directions. The textures 

are based on the local features. In the meantime, 

incorrect models for irregular shapes and textures have 

been created with the local binary pattern. A treatment 

of dominant low back pain is suggested in [14]. The 

local binary Dominant style is better than the local 

binary pattern for image rotation and histographs 

equalization. Ahonen and Pietikinen [1] proposed that 

a local binary pattern variance descriptor be used to 

retain global spatial image information. They then built 

up a more comprehensive descriptor of local binary 

patterns for local texture features than typical local 

binary patterns [31]. On the basis of the local binary 

pattern combination and the hair wavelets, a variety of 

Haar Local Binary Model features (LBHP) have been 

suggested [32]. In Haar LBHP, instead of measuring a 

variance of amplitude between the neighboring and the 

related pixels, the polarity of variance is considered. 

The histograms flexibly resistant to noise in LBP and 

Sign Local Binary Pattern (SLBP) compared with 

traditional LBP as suggested in [7]. Chandrasekhar et 

al. [8] suggested a Fuzzy Local Binary Pattern (FLBP) 

configuration, a new type of LBP, which reflects the 

fuzzy logic of the local texture patterns. The Oriented 

Gradient Histogram (HOG) extracts local information 

texture characteristics which depend on local intensity 

gradient distribution and fits in object detection 

applications [46]. Tan and Triggs [44] proposed a low-

throughput HOG-type compressed method. Several 

HOG compressed schemes are subsequently shown 

[48]. Guo et al. [25] have shown that a variety of 

databases have substantially enhanced recovery 

efficiency by integrating LBP and HOG characteristics 

[15] have shown that LBP characteristics in uniform, 

Local Ternary-based models have been highly noise-

sensitive and have been implemented [16, 17] showed 

a local derivative model in which profound data are 

derived with or above second-order derivatives [43] 

used a Local-Directional drift model in which the 

histogram pattern is built as characteristics to achieve 

invariant rotational characteristics. Nonetheless, 

without regard to the Local Line Directional 

Pattern (LDDP) address [38], the derivative order of 

the reference pixel and its neighbor pixel is 

determined. The characteristics obtained from these 

methods are based simply on the positive and negative 

edge directions. Moreover, the edges in multiple 

directions can be differentiated to obtain a higher 

output. Liu et al. [36] has shown that the accuracy of 

the medical image retrieval can be enhanced by using 

Fourier transformation into local ternary patterns due 

to its high redundancy. In the local standard vector [37] 

used, by combining these derivatives, to generate 

Local Vector Pattern (LVP) models by calculating 

multiple point derivatives in each of the directions. A 

new algorithm is implemented to the size of function 

vectors in comparative space transformations [18, 20]. 

The Comparative Space Transformation extracts the 

functions with more details and also with noise 

tolerance through the implementation of a linear-

dynamic decision system [11]. 

The Comparative Space Transformation extracts 

these functions with more details and also immune to 

noise through the implementation of a linear dynamic 

decision function. Generally, Local binary pattern 

(LBP), Linguistic Indexing of Pictures (LIP), Local 

Derivative Pattern (LDP), Local Tetra Patterns (LTrP), 

Local Vector Pattern (LVP) are the variations, rest on 

the referenced pixel and nearest to the gray pixel and 

neighbor degree. These patterns are classified as 

various things in the cycle or square as different 

combinations of gray pixels. Text can be seen in a 



A Novel Machine-Learning Framework-based on LBP and GLCM Approaches for CBIR System                                            299 

 

variety of intensities in the direction of natural system 

elements with a limited ability to display texture data. 

Added pixel elements and beyond 3 or 4 computations 

and harmful to the details of the image to the last 

encoding. The more image data is thus obtained when 

encoding at multiple levels is used rather than binary 

code. 

3. Feature Extraction 

The feature extraction and classification are given in 

Figures 3 and 4. 

3.1. DWT 

Wavelets are the low frequency waves. It is very small 

in length [45]. These are used in multi-resolution 

analysis. All images are processed and viewed at 

different resolution. At high resolution, tiny and low-

contrast objects are observed and large, high-contrast 

objects on the ground level are analyzed [26]. 

A contracted, high-frequency basis function is used 

for temporal analysis, and a dilated, low-frequency 

basis function is used for frequency analysis in wavelet 

analysis. One of the Daubechies wavelets is the Haar 

wavelet (Daubechies-1). Because of its simple 

interpolation schema, it is very commonly used 

technique. If you're looking for a unique Wavelet uses 

two different types of filters are used. The first is a 

low-pass filter, and the second is a high-pass filter. 

One can easily conclude that the low-pass filter 

contains more information than since the majority of 

the signal energy is concentrated in low-pass filter, 

high-pass filter is used. Daubechies-4 wavelet, on the 

other hand, splits the input signal by using four kinds 

of filter (LL, LH, HL, HH) with most of the energy 

concentrating in LL sub-band Where (L stands for low, 

while H stands for high). 

3.2. Dominant Rotated Local Binary Pattern 

(DRLBP) 

This is an effective invariant texture rotation descriptor 

that is used with median local binary patterns in the 

functional extraction phase. This property is achieved 

by measurement of the descriptor with a reference to a 

local pixel high. This path of Dominant is invariant 

with the monotonous gray value [27]. 

3.3. Median Robust Extended Local Binary 

Pattern (MRELBP) 

Dhiman et al. [13], proposed the Extended Local 

Binary Pattern (ELBP) process, using a center-pixel 

intensity, neighborhood-pixel intensity, radial 

differences and angular differences as four descriptors 

close to LBP. The key difference between the method 

of ELBP and the method of Median Robust Extended 

Local Binary pattern (MRELBP) [28]. Only the values 

of a single pixel are used in the ELBP procedure, while 

a window, scaled and medium approach is used in the 

MRELBP procedure. 

1. MRELBP CI 

𝑀𝑅𝐸𝐿𝐵𝑃_ 𝐶𝐼(𝑥𝑐) = 𝑠(𝜙𝑋𝑐,𝑤) − 𝜇𝑤)
 

Where Xc,w represents local-patch centered around 

central pixel Xc considered for feature extraction and 

the function ϕ(X) determine median of local-patch and 

μw is the mean of the image. 

2. MRELBP NI 

𝑀𝑅𝐸𝐿𝐵𝑃_𝑁𝐼𝑟𝑎,𝑝(𝑥𝑐) = ∑ 𝑆
𝑝−1
𝑛=0 (𝜙(𝑋𝑟𝑎,𝑝,𝑤𝑟𝑎,𝑛) − 𝜇𝑟𝑎,𝑝,𝑤𝑟𝑎

)2𝑛 

𝜇𝑟𝑎,𝑝,𝑤𝑟𝑎
=

1

𝑝
∑ 𝜙(𝑋𝑟𝑎,𝑝,𝑤𝑟𝑎,𝑛)      

𝑝−1

𝑛=0

 

Where
, , ,rara p w nX denotes the patch of size wra×wra 

centered at pixel Xra,p,n 

3. MRELBP RD 

MRELBP_RD𝑟𝑎,𝑟𝑎−1,𝑝,𝑤𝑟,𝑤𝑟−1 = ∑ 𝑆
𝑝−1
𝑛=0 (𝜙(𝑋𝑟𝑎,𝑝,𝑤𝑟,𝑛) −

𝜙(𝑋𝑟𝑎−1,𝑝,𝑤𝑟𝑎−1,𝑛)) 2𝑛  

Where
, , ,rara p w nX denotes the patches around neighbor 

pixels xra,p,n
 

arranged on circle around centered pixel xc
 

having radius ra, and S represents the segments [29]. 

3.4. Gray Level Co-Occurrence Matrix  

This transforms the host image into the matrix that 

responds with a certain distance to the reference of the 

pixel values [30]. This assessed the mutual occurrence 

of two-pixel pair values with different distances and 

directions which consider horizontal, vertical, and 

diagonal directions. 

𝐺𝑑𝑖𝑠𝑡
𝑡ℎ𝑒𝑡𝑎(𝑖, 𝑗) = {((𝑥, 𝑦), (𝑚, 𝑛() 𝐼(𝑥, 𝑦) 𝑚, 𝑛) 𝑗}) 

𝑤ℎ𝑒𝑟𝑒( 𝑥, 𝑦) , (𝑚, 𝑛) ∈ 𝑁𝑥× 𝑁𝑦 

(𝑚, 𝑛) = (𝑥 + 𝑑𝑖𝑠𝑡× 𝑡ℎ𝑒𝑡𝑎1, 𝑦 + 𝑑𝑖𝑠𝑡 × 𝑡ℎ𝑒𝑡𝑎2) 

Where 𝐺𝑑𝑖𝑠𝑡
𝑡ℎ𝑒𝑡𝑎 is the gray-level co-occurrence matrix of 

distance dist and angle theta. I(x,y) and I (m,n) are the 

pixel intensity at position (m,n) . Values of theta1 and 

theta2 are depend upon direction. 

In current plays, local binary patterns are typically 

called histograms for extraction, and their frequency 

does not involve the pattern. By using Gray Level Co-

occurrence Matrix (GLCM) in various directions and 

lengths, the Dominant Rotated Local Binary Pattern 

(DRLBP) feature extraction process is implemented 

[33]. 

𝐼𝑚 𝑔 = 𝐷𝑅𝐿𝐵𝑃(𝑑𝑤𝑡𝑐𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡𝑠) 
𝐺𝐿𝐶𝑀𝑑𝑖𝑠𝑡

𝑡ℎ𝑒𝑡𝑎(𝐼𝑚 𝑔) = 𝐺𝑑𝑖𝑠𝑡
𝑡ℎ𝑒𝑡𝑎(𝑖, 𝑗)∀(𝑖, 𝑗) ∈ 𝐼𝑚 𝑔 

Where Img is the DRLBP image-map. Four 

combinations of GLCM as explained above, have been 

used to create four different feature vectors. 

𝐹𝑉1(𝐼)[𝐺𝐿𝐶𝑀1
0𝑜

𝐺𝐿𝐶𝑀1
45𝑜

𝐺𝐿𝐶𝑀1
90𝑜

𝐺𝐿𝐶𝑀1
135𝑜

] 

 (1) 

 (2) 

 (3) 

 (4) 

 (5) 

 (6) 

 (7) 
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𝐹𝑉2(𝐼)[𝐺𝐿𝐶𝑀2
0𝑜

𝐺𝐿𝐶𝑀2
45𝑜

𝐺𝐿𝐶𝑀2
90𝑜

𝐺𝐿𝐶𝑀2
135𝑜

]  
 

𝐹𝑉3(𝐼)[𝐺𝐿𝐶𝑀1
0𝑜

𝐺𝐿𝐶𝑀1
45𝑜

𝐺𝐿𝐶𝑀2
0𝑜

𝐺𝐿𝐶𝑀2
45𝑜

]           
 

𝐹𝑉4(𝐼)[𝐺𝐿𝐶𝑀1
0𝑜

𝐺𝐿𝐶𝑀1
90𝑜

𝐺𝐿𝐶𝑀2
0𝑜

𝐺𝐿𝐶𝑀2
90𝑜

]          
 

More spatial information is available in neighboring 

pixels that extract frequency of these patterns in other 

directions by obtaining GLCM in specific directions 

and distances [21, 22, 24]. 

4. Feature Selection Using Spotted Hyena 

Optimizer (ShO) 

This section describes the feature selection by using 

the Spotted Hyena Optimizer (SHO) in detail. 

4.1. Proposed Spotted Hyena Optimizer 

| . ( ) ( ) |h pD B P x P x   

( 1) ( ) .p hP x P x E D       

Where Dh defines the distance between the prey and 

spotted hyena, x indicates the current iteration, B and E 

are co-efficient vectors, Pp indicates the position vector 

of prey, P is the position vector of spotted hyena. The 

vectors B and E are calculated as follows [35]: 

12.B rd  

22 .E h rd h   
5 ( (5 / ))Iterationh Iteration Max    

Where, Iteration=1,2,3,…., MaxIteration 

| . |h h kD B P P   

.k h hP P E D   

1 ...k k k NhC P P P      

Where Ph defines the position of first best spotted 

hyena, Pk indicates the position of other spotted 

hyenas. Here, N indicates the number of spotted hyenas 

which is computed as follows: 

1 2( , , ,...,( ))h h h hnosN count P P P P M     

Where M is a random vector lies in the range of [0.5, 

1], nos defines the number of solutions and count all 

candidate solutions, after addition with M, which are 

far similar to the best optimal solution in a given 

search space, and Ch is a group or cluster of N number 

of optimal solutions. 

( 1)
hC

P x
N

   

Where P (x+1) save the best solution and updates the 

positions of other search agents according to the 

position of the best search agent [23]. The SHO 

algorithm allows its search agents to update their 

position and attack towards the prey (see Figure 2). 

 

Figure 2. Spotted hyena optimizer. 

5. Proposed Model 

The proposed model of this work is described in the 

Figures 3, 4, and 5. In Figure 3 of the working model 

of hybrid support vector based feature extraction 

descriptor. Firstly, Red Green Blue (RGB) image is 

divided into red, green and blue channels. Then 

Discrete Wavelet Transforms (DWT) is applied to 

these channels. In Figure 4 of the proposed method, 

you can see that the training dataset i.e., 70% is taken 

from phase-II and testing dataset is considered as 30%. 

Then three classifiers are used that is SVM, K-

Nearest Neighbor (KNN), and Decision Tree (DT). All 

these classifiers are considered one by one for the 

extraction of efficient classified images. 

The overall functioning and flowchart of the 

proposed method is given in the Figure 5. At the end, 

finally the optimal features are extracted and 

concatenated. 
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Figure 3. Working of proposed feature extraction model. 

Figure 4. Working of proposed classification model. 

R G B
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SVM Decision TreeKNN
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 (24) 

 

Figure 5. Flowchart of proposed model. 

6. Results and Discussion 

A general WANG dataset was used to test the 

proposed process, which includes 1000 core images 

with 10 distinct subject categories. It can be obtained 

in Joint Photographic Experts Group (JPEG) format 

from size 384 x 256 or 256 x 384. 

Along with recall, precision, F-measure and 

Accuracy parameters are also used. The formulas 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 

(𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒_𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
 

Recall =
𝑇𝑟𝑢𝑒_𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒_𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒_𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

      
 

𝐹_𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑚𝑒𝑛𝑡 =  
2 ∗  𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙 

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙)
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

(𝑇𝑟𝑢𝑒_𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒_ 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒_𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝑇𝑟𝑢𝑒_𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒)

                                                       
According to results mentioned in Table 1 and Figure 

6, SVM obtains high recall ratio for all 10 in which 

Beaches, Building. Food and mountain category have 

0.86, 0.89, .86 and .92 recall values. Decision tree and 

kNN classifiers have significantly low values of recall 

parameter as compared to SVM classifier. From Table 

2 and Figure 7, it can be seen that SVM gives efficient 

precision value for almost all categories in which 

beaches, flowers, horses and mountain has high 

measured values of precision noted as 0.94, .85, .85, 

and 0.89, respectively. 

Table 1. Performance evaluation of CBIR using Decision Tree 

classifier. 

Parameters TP TN FP FN Precision Recall 
F-

Measure 
Accuracy 

Class Classification Results Using Decision Tree 

Africa 65 867 33 32 0.661 0.64 0.643 0.991 

Beaches 74 841 59 25 0.559 0.73 0.644 0.915 

Building 64 862 32 36 0.631 0.64 0.636 0.927 

Bus 66 884 16 34 0.804 0.62 0.724 0.925 

Dinosaur 63 871 22 30 0.744 0.64 0.688 0.945 

Elephant 70 867 32 30 0.671 0.71 0.684 0.935 

Flowers 75 851 48 24 0.612 0.760 0.678 0.925 

Food 66 887 13 30 0.831 0.661 0.734 0.953 

Horses 66 851 43 33 0.582 0.670 0.623 0.915 

Mountain 59 882 14 40 0.761 0.591 0.664 0.941 

Table 2. Performance evaluation of CBIR using k-Nearest 

Neighbor. 

Parameters TP TN FP FN Precision Recall 
F-

Measure 
Accuracy 

Class Classification Results Using K-Nearest Neighbor 

Africa 76 781 119 22 0.394 0.79 0.530 0.862 

Beaches 58 827 72 42 0.446 0.53 0.502 0.873 

Building 66 832 72 32 0.469 0.62 0.534 0.892 

Bus 59 860 42 41 0.596 0.55 0.592 0.919 

Dinosaur 56 842 58 46 0.482 0.54 0.509 0.894 

Elephant 47 862 36 52 0.564 0.46 0.512 0.911 

Flowers 46 879 22 58 0.666 0.43 0.515 0.922 

Food 68 882 18 32 0.796 0.68 0.732 0.911 

Horses 26 897 06 72 0.828 0.25 0.429 0.923 

Mountain 51 888 12 42 0.806 0.52 0.622 0.932 

Table 3. Performance evaluation of CBIR using support vector 

machine. 

Parameters TP TN FP FN Precision Recall 
F-

Measure 
Accuracy 

Class Classification Results Using SVM 

Africa 83 883 16 18 0.815 0.83 0.813 0.964 

Beaches 87 896 04 15 0.956 0.87 0.910 0.983 

Building 93 873 25 10 0.785 0.90 0.833 0.964 

Bus 80 884 14 25 0.833 0.83 0.816 0.964 

Dinosaur 73 883 17 21 0.822 0.79 0.803 0.962 

Elephant 83 876 24 17 0.775 0.83 0.801 0.959 

Flowers 82 887 12 15 0.865 0.83 0.843 0.969 

Food 83 883 14 13 0.861 0.87 0.865 0.973 

Horses 82 887 14 15 0.865 0.83 0.843 0.963 

Mountain 93 893 10 07 0.902 0.93 0.916 0.983 

 

SVM classifier has high value of F-score for all 

tested categories. Bus, dinosaur, and elephants 

categories have F-score value close to 0.80 whereas 

beaches and mountain classes shows 0.916 F-score 

value. Table 3 and Figure 8 show the results for 

support vector machine. 

 (21) 

 (22) 

 (23) 
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Figure 6. Bar graphs for decision tree classifier on Corel Dataset. 

 
Figure 7. Bar graphs for k-nearest neighbor on Corel Dataset. 

 
Figure 8. Bar graphs for support vector machine on Corel Dataset. 

7. Conclusions 

In this experiment, multiple extractions were 

performed using SHO optimizer, which extracts the 

most differentiating functions. The Corel dataset 

consists of ten categories and displays the 

classification results by means of four presentation 

parameters, i.e., precision, precision, f-score and re-

call, of which three classification methods are used to 

assist the vector machine, decision tree and k-

classification neighbor. For determining its objective 

purpose, SHO uses SVM classifier to optimize the 

Area Under Curve (AUC) average for the features 

selected. SHO aims to raise the AUC value for all 

groups and gives a strong AUC value to the function 

vector when defined by SVM. Experimental results 

show SVM to be the best that shows high recall values, 

F-score and precision parameters. One of the 

disadvantages of proposed approach is its time 

complexity. So, this limitation can be seen as future 

contribution for the researchers. Moreover, researchers 

are trying to develop this model in their upcoming 

research [32-46]. 
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