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Abstract: Contactless biometric systems have increased ever since the corona pandemic outbreak. The two main contactless 

biometric systems are facial recognition and gait patterns recognition. The authors in the previous work [11] have built hybrid 

architecture AccessNet. It involves combination of three systems: facial recognition, facial anti-spoofing, and gait recognition. 

This work involves deploying the hybrid architecture and deploying two individual systems such as facial recognition with facial 

anti-spoofing and gait recognition individually and comparing the individual results in real-time with the AccessNet hybrid 

architecture results. This work even involves in identifying the main crucial features from each system that are responsible for 

predicting a subject. It includes extracting few crucial parameters from gait recognition architecture, facial recognition and 

facial anti-spoof architectures by visualizing the hidden layers. Each individual method is trained and tested in real-time, which 

is deployed on both edge device NvidiaJetsonNano, and high-end GPU. A conclusion is also adapted in terms of commercial 

and research usage for each single method after analysing the real-time test results. 
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1. Introduction 

The field of behavior biometrics has inspired a re-

examination of many previously overlooked human 

characteristics. One such characteristic that has been 

overlooked is the gait biometric. Gait biometrics refers to 

the individual aspects of human locomotion. Gait can 

also be defined as the walking posture of a person, 

involving a systematic movement trend and variations 

present at joints of the upper limbs and lower limbs 

during walking. Gait biometric can be exploited for 

recognizing a person according to the walking posture. 

Derawi et al. [5] suggested that there are 24 distinct 

components that can uniquely identify an individual’s 

gait. Most of the biometrics presently used require that 

the subject be physically close before the authentication 

system can work such as iris scanner and fingerprint 

scanner. Gait biometric systems are also non-intrusive as 

they do not require the cooperation of the subject and 

they do not force the subject to behave in a certain way. 

The main problem with gait recognition is that there 

doesn’t exists any device, which is able to capture the 

entirety of motions and attributes that form the human 

gait. The accuracy of gait recognition system also gets 

affected when human appearance changes greatly 

because of viewpoint, clothing and carrying objects. 

Two primary research techniques have been used to 

perform recognition via computer vision: appearance 

based, and model based. The appearance technique is the 

silhouette-based technique and it involve obtaining  

 
a human silhouette by separating a moving person from 

a static background in each frame of a video. The 

changes in the shape of the human silhouette over time 

are analyzed [33]. In this methodology, the false 

silhouette may be obtained because of the clothing or 

the carried objects. The other technique for gait 

recognition is the model-based technique. Out of the 

two techniques, it is seldom used and involves fitting a 

mathematical model to human movement using the 

features extracted from gait sequences. A significant 

amount of computational power is required in this 

approach [39]. Soft biometrics defined by Jain et al. 

[17] involves a set of characteristics that provide some 

information for recognizing individuals but are not 

capable of distinguishing between individuals. Ross et 

al. [25] suggested that for large-scale deployment of 

biometric systems, one biometric is not enough. With 

the use of multi-biometrics systems, the resources 

required for computation are also reduced as the multi-

biometrics systems help in narrowing down the space 

of potential identities of the subject in the recognition 

process. The gait biometric can be used to pre-select a 

group of possible candidates, which can further go 

through some other recognition system. Thus, several 

biometrics can be fused to make the overall process 

more robust. Face spoof attack is an attack in which a 

fraudulent user tries to deceive the facial recognition 

system by pretending to be a registered user and 

attempt to be authenticated as the genuine user. 

The previous work done by the Hashmi et al. [12] is 
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an analysis of a combined accuracy of all three individual 

methods for giving an access to a test subject. This paper 

includes the extension of understanding real-time test 

results of each individual method and thereby comparing 

with the AccessNet [12] which is the previous work done 

by the authors. The extension includes, training with 

more subjects included in the training dataset for Gait 

recognition. An intense gait recognition testing is done 

by deploying camera in different angles and validating 

the model meter-wise.  

This paper includes: 

1. Related work explaining about other state-of-the-

methods on all three methods (gait recognition, facial 

recognition and facial anti-spoofing). 

2. Technical approach that involves architectural design 

flow for all three methods individually and AccessNet 

[12]. 

3. Experimental results and discussion explains about 

computational complexity during training and testing 

in real-time on CPU, GPU and edge device 

NvidiaJetsonNano. A comparison table is drawn 

comparing each individual accuracy with AccessNet. 

2. Related Work 

As stated, earlier gait recognition techniques using 

computer vision can be broadly classified into two 

categories: appearance-based techniques and model-

based techniques. [1, 2, 3, 23, 39, 43] are model based 

technique. Zhao et al. [43] proposed a system in which 

video sequences captured by multiple cameras are used 

as input, and then a human 3D model was created. 

Lengths of key segments and the motion trajectories of 

lower limbs were extracted and used as static parameters 

and dynamic features respectively. Ariyanto et al. [1] 

also used temporal 3D data in their paper. They used 

articulated cylinders with 3D Degrees of Freedom at each 

joint to model the human lower legs. They were able to 

extract both gait structural and dynamics features using 

their approach. Luo et al. [23] proposed a self-occlusion 

optimized simultaneous sparse representation model to 

achieve 10 high robustness in limited gait frames. Yam 

et al. [39] combined primitive shapes to represent body 

structure. Bouchrika et al. [3] used elliptic Fourier 

descriptors to model the motion of human joints. 

However, it is difficult to accurately determine model 

parameters from low quality image sequences, which are 

captured by the cameras. Model based techniques are 

computationally expensive compared to appearance-

based techniques. Several advancements have been made 

in the appearance-based techniques also [21, 24, 33]. 

Makihara et al. [24] extracted frequency-domain features 

of the volume by Fourier analysis and used a view 

transformation model to transfer gait features from one 

view to another. Liao et al. [21] proposed a pose-based 

temporal-spatial network to extract the temporal-spatial 

features, which gait recognition system less susceptible 

to clothing and carried objects. Wang, Liang et al. [33] 

used Eigen space transformation based on principal 

component analysis to reduce the dimensionality of the 

input feature space. Hu et al. [16] proposed an 

incremental framework based on the optical flow that 

improved the usability of gait traits in surveillance 

videos. Some deep learning-based gait recognition 

systems have also been proposed to extract the gait 

feature [4, 6, 32, 36, 41]. Castro et al. [4] used 

Convolutional Neural Networks (CNN) to learn optical 

flow components for gait recognition. Feng et al. [6] 

worked with Long Short-Term Memory (LSTM) 

recurrent neural network in their paper, which can 

preserve the preserve temporal information in a gait 

sequence. Zhang et al. [41] proposed a Siamese neural 

network-based gait recognition framework to 

automatically extract discriminative gait features for 

human identification. Tran et al. [32] used 

homogeneous architecture with small 3x3x3 

convolution kernels to capture features from both the 

spatial and temporal dimensions in a video. In [40], 

GAN was used to generate side-view gait images in 

without the carried object in normal clothing. Yuqi et 

al. [42] proposed a joint CNN based framework for 

both gait recognition and gait based soft biometrics 

such as age, gender, etc. 

Many algorithms and techniques have been 

proposed to solve the problems related to face 

recognition. Deep Learning based approaches [18, 28, 

29, 31, 35] have been very successful for face 

recognition. Sun et al. [28] used CNN for face 

recognition and the face identification task was used to 

increase the inter-personal variations while the face 

verification task reduces the intra-personal variations. 

Wen et al. [35] and Khan et al. [18] showed that deep 

CNN can be used to learn the age invariant deep face 

features for face recognition. Cheng et al. [41] 

proposed a two-layer CNN, which learned the high-

level features and achieved an improvement in the 

discriminative power of the face recognition system. 

Face spoof attacks can easily fool the face recognition 

system [8] and therefore several authors have worked 

on anti-spoofing techniques. Fourati et al. [7] used 

image quality assessment and motion cues to 

distinguish between genuine and fake face-

appearances to prevent face spoof attack on face 

recognition system. Xu et al. [38] proposed LSTM-

CNN architecture to utilize temporal information for 

binary classification of a true and a fake face image. 

Liu et al. [22] used a CNN-RNN model to estimate the 

face depth with pixel-wise supervision. 

3. Technical Approach 

3.1. Gait Patterns Extraction 

In this section, we will discuss about the crucial 

features, which are to be extracted from each pattern. 

Given different subjects in the CASIA-B dataset [44], 

which are binary silhouettes of walking persons, 
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features from each frame would be different from the 

previous frame as well as different from all angles. 

However, the values would lie close to each other for 

each frame and angles. These patterns are identified 

based on the classifier ensembles. This work is extension 

to the previous work done by the authors on Gait patterns 

in the field of Defence [9]. 

The gait patterns can be easily extracted from binary 

format images, using RGB images can dilute the weights 

and irrelevant features being captured for training. 

Hence, binary color mode is used to train gait patterns. 

The training dataset CASIA-B preserves information 

about the motion from each frame and outline shape, 

which further defines the knee angle, pressure, and 

footstep size. As the dataset is captured while subjects 

are in motion, noise can be found which can prune the 

accuracy levels while calculating crucial parameters 

such as knee angle, foot pressure, and concise step size. 

This sensitive information can only be obtained through 

the stable pieces and high-intensity pixels. After careful 

analysis, it can be concluded that most of the motion part 

is captured in the border areas. Hence, most of the 

motion related information can retrieved from these 

areas. The pre-processing of the dataset includes 

separating of the foreground from the background.  

In order to eliminate the noise, each frame was 

binarized and morphological operations are used. All the 

binary images are resized into 224x224-image resolution. 

To avoid complex computation and unrelated Wang [34] 

used Principal Component Analysis (PCA) for 

dimensionality reduction. We are using Dropout [19] 

feature in our custom layers to take off the unrelated 

features, which in turn produced more accuracy. 

One of the key things in identifying the differences 

between subjects is to compute difference between 

patterns of the lower silhouettes using Euclidean 

distance. The main disadvantage of just relying on this 

method is the view angle and the distance. If the subject 

is more than 7m away from the camera and the view 

angle is top, false negatives are be reported. Another 

major concern is of parameters extracted during the legs 

overlapped during the motion. Hence, considering 

multiple factors such as parameters from lower 

silhouettes and applying a powerful feature extraction on 

a whole image using ResNet152 [14] architecture as a 

base with ImageNet [26] pre-trained weights, given to 

our custom build architecture for training the images 

based on their unique ID (class name). 

Representing the computing of silhouettes, we 

generally take the full-length gait period, denoted with 

‘N’. The parameters of the lower half of the silhouettes 

are known when both the legs are farther apart from each 

other. These are the frame when crucial parameters are 

extracted from each subject, i.e., the distance between 

pixels reaches a maximum when the legs are far away 

from each other. Logically, the time interval between 

two consecutive maximums is each step. With given a 

total frame sequence as ‘S’ of binary silhouettes of the 

subjects, gait period length as ‘N’, we divide the total 

sequence into sub-sequences Si and the average of total 

sequence based on total sub-sequences as: 

𝐴𝑆(𝑖) =  
1

𝑁
∑ 𝑆𝑖𝑁

𝑘=1 (𝑘) 

Where ‘k’ in Si(k) is the image in the sequences ‘i’, 

where ‘i’ ranges from𝑖 = 1, … … … … … . [
𝑇

𝑁
], where ‘T’ 

is the total of images in a full-length sequence.  

The extracted features are adopted with residual 

learning with stacked layers. The output linear 

equation is represented as: 

𝑦𝑡(𝑛) = 𝐹(𝑥𝑡(𝑛),𝑊𝑖) +  𝑥𝑡(𝑛) 

With given input 𝑥𝑡(𝑛)and variable‘t’ denotes the 

subject and ‘n’ the sequence frame, 𝑊𝑖 represents the 

filter-matrix. Output 𝑦𝑡(𝑛)is the dependent on variables 

input and the conv-filter matrix. The residual learning, 

which acts as a base, is further given to our custom 

build network which is tuned into a sequential model 

followed by custom layers which we will be discussing 

in the Experiments section. The biases are cut-off 

through LeakyReLu [37] activation function and 

Dropout function to slice the unwanted features, which 

may dilute the feature learning’s. Overall proposed 

approach for gait patterns recognition is shown in 

Figure 1. 

3.2. Facial Recognition 

The second layer in the access authentication after gait 

pattern recognition is the facial recognition. We are 

using 512-dimensions facial points to train a subject. 

The main advantage of having 512D than 128D or 

212D which computes faster than 512D is the accuracy 

and dataset size. Extracting 512 facial landmarks 

ensures not much data is needed from each subject. To 

avoid further complications, the facial recognition is 

not trained with any intense network since we have 

already extracted 512 facial landmarks from each face. 

Hence, KNN with Euclidean distance is plotted 

between each subject. Experiments were made for 

KNN using Euclidean distance and Cosine similarity 

and Euclidean distance gave the best accuracy. 

 

 

 

 

 

 (1) 

 (2) 
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Figure 1. Technical approach of Gait Patterns recognition. 

From Table 1, although the error rate is less for 128D, 

often-false positives are observed with increase in 

subjects. Hence, more facial dimensions are required to 

plot accurately. 

Table 1. Comparison between facial dimensions and error rates 
computed with euclidean distance vs. cosine similarity. 

Facial Dimensions 
Cosine Similarity Error 

Rate 

Euclidean Distance 

Error Rate 

128D 1.9% 0.6% 

212D 2.3% 1.3% 

512D 6% 2% 

3.3. Facial Anti-Spoofing Mechanism 

The major drawback of facial recognition is the spoof 

attacks. The datasets used for training anti-spoof attacks 

was mostly custom collected through capturing real-

faces through various mobile phones (both Android & 

iPhone), camera (720p & 1080p) with different lighting 

conditions and the same faces on photos, laptop screens, 

faces on YouTube videos (while in motion), faces on 

mobiles. This custom dataset plays a crucial role due to 

its variance of pixel intensities while compared to 

different environment setup. ROSE lab’s Liveliness 

detection [20] was too used in addition to our custom 

collected dataset.  

The technical approach for anti-spoofing is to just 

identify the continuous variations in the pixel values, 

which will be classified as spoof and a plain linear curve 

for real face. Since, in both the classes, faces will be 

present, as well as motion, the algorithm first 

understands the common features and patterns from both 

the patterns. This would be crucial part to identify what 

not to consider. Many state-of-the-art methods fail to do 

this. Our novel approach, which uses ResNet 101 [14] as 

base and custom designed layers concatenating with the 

residual learning, first discards the common features 

from both the classes. The major constituencies for this 

are: faces and motion. The main pattern to identify is the 

pixel intensities variations from each frame. The pixel 

levels have an irregular variation for spoofed faces, 

either shown in mobiles, photo frames, face masks or any 

other means. Proposed technical approach for facial anti-

spoofing is shown in Figure 2. 

Figure 2. Technical approach of facial anti-spoofing. 

4. Experimental Results and Discussion 

4.1. Network Construction 

This section describes the construction and experimental 

results of each individual method and at last comparison 

with the AccessNet [12], which is a combination of all 

three methods. Each method is evaluated in real-time. 

4.1.1. Gait Pattern Recognition 

For training to classify the subjects based on their gait 

patterns, we initially used CASIA-B dataset to 

understand the feature learning of the model. With 

CASIA-B containing different view angles of single 

subject and a full-length frame motion video, all 

possible parameters from multi-point view are 

extracted. The data is preprocessed with maintaining 

image size as 224x224 with color mode as binary. The 

dataset ratio is divided into 80-20 split for train-test 

split. ResNet 152 [14] architecture with ImageNet pre-

trained weights is used as a base layer to avoid training 

from the scratch. The custom network is built with 

initializing Sequential mode, followed by ResNet 152 

base model, where the last layer is frozen and Dense 

layer with 1024 filters with LeakyReLu activation 

function, output given to Dropout with value 0.5. 

Following the same layer pattern as previously, Dense 

with 1024, LeakyReLu activation function and output 
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given to Dropout function with 0.5. The last layer is the 

Dense with number of classes nodes and Softmax 

activation function. Adam optimizer is used with 

learning rate 0.0001. The training was done with 101-

epoch size; with batch size as 128.The, overall trainable 

parameters were 4.6M. 

 

Figure 3. Extraction of walking motion and analyzing the uniformity 

stepwise. 

Figure 3 describes a sample of one of the crucial gait 

patterns “uniformity of walking motion” which analyses 

the step-size motion of the subject. Other crucial gait 

patterns are knee-pressure, knee angle, hand movement 

speed etc., these gait patterns will determine the 

prediction of each subject. Each gait pattern is extracted 

from each subject and trained with respect to their class 

names. 

Real-time testing is done on 50-trained subjects for 

gait recognition alone. The results are shown in Table 5. 

When the subject is at least 10 meters away from the 

camera with camera angle placed between 720 and 1080, 

the accuracy is high when compared to other extreme 

right and left angles. As the distance decreases and 

increases beyond 10 meters, the accuracy declines 

because of the overlapping challenge of both the legs and 

hands with the body. The testing is done by two ways, 

deploying the trained model on edge-device 

NvidiaJetsonNano and another on high-end GPU server, 

with camera resolution of 1080p. The FPS on high-end 

server is greater with 180 FPS than edge-device FPS with 

60 FPS. 

Table 5. Accuracy with respect to probe angles of the camera and the 
distance between the camera and the subject. 

Probe 

angle 

00 180 360 540 720 900 1080 1260 1440 1620 1800 Distance 

from 

Camera 

2m 0.18 0.26 0.31 0.35 0.39 0.41 0.38 0.32 0.29 0.25 0.10 

5m 0.36 0.40 0.51 0.53 0.59 0.63 0.65 0.59 0.48 0.41 0.35 

10m 0.54 0.57 0.61 0.64 0.78 0.91 0.86 0.74 0.70 0.63 0.33 

15m 0.59 0.53 0.51 0.58 0.65 0.72 0.76 0.81 0.71 0.68 0.41 

20m 0.29 0.33 0.34 0.40 0.46 0.49 0.47 0.43 0.40 0.34 0.29 

4.1.2. Face Recognition and Anti-Spoofing 

Facial recognition was trained on KNN with each subject 

having 4-7 images. 512D facial landmarks extracted 

from each image under the subject ID, is stored in a 

dictionary file. This is then given for Euclidean distance 

to compute the nearest distance between test cases. Spoof 

dataset with mostly custom collected dataset and dataset 

collected from various sources, motion videos are 

converted into image frames and are resized into 

224x224. Color mode is RGB. ResNet 152 architecture 

with ImageNet pre-trained weights are used to train the 

model. With having ResNet 152 architecture as based 

model, 3 layers are used given to the last layers of 

ResNet architecture. Global Average Pool with 2D, 

input given as ResNet base model, following is the 

Dropout with 0.4. The final layer is Dense with number 

of classes as output nodes and Softmax activation 

function. The optimizer used as RMSProp with 

learning rate as 0.001. The training was done with 101 

epochs and batch size as 128. 

Facial anti-spoofing is validated on several 

architectures and tested in real-time with each trained 

model. The custom collected dataset is unique and 

different from ROSE lab and YouTube videos; hence, 

more features are available to learn while training. 

Table 2. Accuracy table of evaluation of facial anti-spoofing on 
various architectures. 

Architecture Accuracy 

VGG16 [27] 0.78 

VGG19 [27] 0.81 

ResNet50 [14] 0.85 

ResNet101 [14] 0.93 

ResNet152 [14] 0.93 

InceptionV3 [30] 0.87 

MobileNet [15] 0.86 

Table 2 describes the real-time testing of facial anti-

spoofing model trained on various architectures. 

ResNet101 and ResNet152 surpassed the rest of the 

architectures in real-time. Faces were extracted from 

each face available in each image from the training 

dataset, and the cropped faces are stored from each 

class, i.e., real and spoof. These cropped faces are 

trained and the similar manner of extracting face and 

classifying into real and spoof is followed in the real-

time testing. The real-time prediction in testing for 

each face was ~10ms using GPU and ~55ms using 

CPU.  

The main features of classifying the classes into real 

and spoof are the pixel patches. Analyzing the hidden 

layers, pixels from replay attacks are 50% higher in 

density than any normal real face in real-time. Pixel 

patches from masks and print like photos are 10% more 

than any real face in real-time. The main reason for 

high pixel intensity is the lightening effect on the faces. 

4.1.3. AccessNet [11] 

AccessNet [12] comprises combination of all three 

methods. The access authentication is given only if the 

overall accuracy for each subject is more or equal to 

0.9 (90%). With having subject 7m away from the 

camera, motion feed is fed to the gait network and data 

preprocessing is done by converting them into binary 

silhouettes. In parallel, when the subject is 3m away 

from the camera, facial recognition is initiated 

alongside with anti-spoofing network, where the input 

for both is common. Once the face is revealed and anti-

spoof network classifies the subject, all the accuracies 
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are together summed up for getting an average value. The 

threshold is initially set to 0.9. Technical architecture of  

AccessNet is shown in Figure 4. 

 

The authors have trained each method on 50 

individual and tested in real-time with all three 

individual and with AccessNet [12]. The comparison 

table is drawn in Table 3.

Figure 4. AccessNet architecture [11]. 

Table 3. Accuracy comparison from real-time testing on 50 individual 

subjects. 

Method Accuracy 

Gait Patterns Recognition 87% 

Facial Recognition 94% 

Facial Anti-Spoofing 97% 

AccessNet [12] 90% 

 

4.2. Performance Metrics 

All the datasets and networks are trained with Nvidia 

GPU 1080x. The training patch accuracy is noted at 

90.55% for Gait patterns recognition network and 

92.33% for facial anti-spoofing network. The training 

performance graphs are plotted in Figure 5. 

Figure 5. Training Performance of gait and facial anti-spoofing networks. 

The performance of the architecture is measured by F1 

score [10, 11], which is calculating the success of 

precision and recall rates. Table 4 describes the average 

F1 score of the test samples taken 50 test samples. 

The training time for facial recognition on 50, 

individuals are approximately 5 minutes using GPU, 

facial anti-spoofing was approximately 4 hours, and gait 

patterns on 50 individuals was 6 hours. Hence, the 

computational complexity of gait patterns is more than 

the rest two methods. 

Table 4. Average F1 score for 50 test cases using AccessNet 

architecture. 

Network Precision Recall F1 Score 

Gait Patterns 0.91 0.92 0.91 

Facial Recognition 0.98 0.97 0.97 

Facial Anti-Spoofing 0.95 0.94 0.94 

5. Conclusions and Future Work 

From Table 4 accuracy figures, we can say that 

implementation of facial recognition with facial anti-

spoofing algorithms is best suited for all corporate 

offices, shopping complexes, public and private 

institutions. It is light weight and can be deployed in 

any standalone edge device. The computation power 

drawn from both the architectures are 4GB and 

inference speed in edge device like NvidiaJetsonNano 

is ~30 FPS. Hence, in real-time deployment, classes 

can be increased and decreased as well for facial 

recognition and train on new classes. Facial anti-

spoofing is constant and re-training with new dataset is 

not necessary as it deals with pixels of face not 

identifying class name of a face.  

Gait patterns is much complex and is mostly suitable 

for implementing in all military complexes for 

advanced surveillance systems. Training of new 

classes consumes more time and hence, is not suitable 

for any commercial deployment.   

AccessNet network can’t be used in real-time if the 
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subjects from training dataset are different from the 

testing dataset. Each time numbers of subjects are added, 

their initial motion, face photos are required to train the 

model. The model training takes less than an hour for 

having a smaller number of subjects, however, increases 

with having more subjects and data. The network works 

accurately if the camera is kept at the top side angles, and 

accuracy may decrease a bit if kept in straight angles 

since the backward legs motion couldn’t be captured if 

kept in top straight angle. The results prove that we can 

get highest accuracy levels from facial recognition and 

anti-spoofing. However, gait patterns might give 

accuracy less than 90% due to various parameters, 

therefore summing all the three outputs for each subject, 

can ensure if the subject is registered and authenticated. 

After several experiments of subjects, threshold is fixed 

at 0.9 or 90%.  

The future extension of this paper is in analyzing 

emotions from users in commercial complexes, 

especially in shopping malls for scene understanding 

between the customer’s emotion towards each product 

and each offer on the product. The authors have 

implemented a part of it in [13]. 
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