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Abstract: As time goes by and software systems grow in complexity and size, there is an increasing need for software 

architecture as an important tool in software design. Designing an appropriate architecture is necessary in producing a high-

quality software, which also suits stakeholders. In order to design the desired high-quality software program, style-based 

architectures can be used. That is, with the selection of appropriate style architecture, we will get an ideal architecture for 

design. With the same attitude in this research, using a statistical computational algorithm, we have attempted to select the 

appropriate software architecture style to meet stakeholders’ requirements. In meeting Non-Functional Requirements (NFRs) of 

stakeholders, increase of one NFR does not increase the others necessarily, and they may be at odds with each other, thus the 

best quality for all cannot be achieved. In the designing stage of an ideal software, we must take into account the production and 

maintenance costs as well as a trade-off between stakeholders’ desired needs. The proposed algorithm structure involves a 

method using Gamma Probability Distribution Function (PDF). In a way that, a statistical estimate for each present style is 

created, and finally in the design of the software, the best style (based on the mentioned statistical estimate) is used for meeting 

the stakeholder’s needs. The method not only creates NFRs in the software program, but also gives importance to production 

and maintenance costs. This requires that the qualitative data of the problem be converted into quantitative data. It will be fully 

described in the introduction to the algorithm. In order to verify the validity of the proposed algorithm, the resulted architecture 

style ranking will be compared with the results of alternative methods namely Analytic Hierarchy Process (AHP) and A 

Lightweight Value-based Software Architecture Evaluation (LiVASAE). The results confirm the applicability of the proposed 

algorithm and moreover it has less time complexity with respect to other methods. 
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1. Introduction 

Since not so long ago, discussions have revolved around 

technology and its effect on life, to the extent that life 

without technology is seen unacceptable by humans. 

Although mankind has kept up with the speed of 

technology, technology has in some cases turned into a 

disruptor or destroyer causing havoc on the positive 

quality of life. All-round improvement in the quality of 

life in today's advanced societies is seen as a main issue. 

Given the considerable advances in information 

technology and the use of various software programs, 

one of the existing methods for improving the quality of 

life is this very technology, to the extent that it has 

brought sciences as different as architecture and 

construction, meteorology and crisis management, 

financial issues, factories and industries control system, 

vehicles’ central control system, medical sciences and 

more under its direct control, bringing us to this 

conclusion that life without information technology will 

be impossible.  

Given the special importance of software programs 

in human life, the science of software engineering is an 

essential need [40], which should be incorporated 

 

throughout the life cycle of producing a software 

program including analysis, architecture development, 

design, implementation, verification and maintenance 

phases [35, 41]. Modern societies also depend crucially 

on complex software systems which provide help in 

maintaining and satisfying stakeholders' goals and their 

inevitably changing needs. Therefore, the existence of a 

software program in the form of software architecture is 

a necessity in order to meet such demands. 

Providing a complex, large-scale, distributed 

software engineering environment, the ability to quickly 

evaluate and improve software engineering practices 

can be a key differentiator of the market. Practices that 

shorten the development cycle, cost-effectively improve 

quality, and align the software with customer needs, 

leaving a direct impact on the business value provided 

by the company [47]. Therefore, software architecture 

is a basis for any kind of software system and a 

necessary mechanism for raising the software quality 

and gaining access to quality attributes [15]. The most 

important factor in ensuring the quality of software 

program is its architectural sustainability [42, 43]; 

throughout the life cycle of software production, its 

architecture endures. The architecture should be 

https://doi.org/10.34028/18/4/3


514                                                             The International Arab Journal of Information Technology, Vol. 18, No. 4, July 2021 

designed so that it leads to maintaining customer value 

in the short and long terms, thus bringing more 

architectural technical Debt (DBT) to the software 

structure. 

Several methods have been proposed for better 

designing of software architecture, some of which will 

be referred to below. This paper presents a formal linear 

programming optimization model for the Non-

Functional Requirements (NFRs) framework with 

regard to operationalization selection. Affleck et al. [3] 

used a formal linear programming optimization model 

for the NFRs framework with regard to the choice of 

operation. Decisions about software architecture depend 

on system failures. In his paper, Quaglia [37] 

investigated software diversity based on software 

diversity in the field of advanced simulation systems 

with the aim of improving the time taken to produce 

simulation outputs. They suggested using High-Level 

Architecture (HLA). 

Sievi-Korte et al. [44] presented a paper in which the 

potential of Genetic Algorithms (GAs) is examined in 

the design of automated software architecture, assuming 

that the software architecture is made of certain patterns. 

For software development, the theory of constraints can 

also be used. The algorithm was provided by Ribeiro et 

al. [39] So far, various methods for providing the quality 

features of the software provided, such as the Jelinski 

Moranda (JM) model, are often used in software 

reliability [30]. Fieberg and Conn [18] also used the 

hidden Markov method, which presents the parameters 

of the Non-Homogeneous Poisson Process model 

(NHPP) to identify the software development defect 

detection process. The use of a Markov switching 

process allows us to identify non-uniform variations in 

the extent to which defects are found. This would better 

reflect the industrial application development 

environment [38]. The paper describes a systematic 

review of academic and industrial literature regarding 

architectural patterns and architectural tactics for micro 

services by Lefranc [29]. 

Moreover, software rejuvenation can be used for 

software maintenance. “Software rejuvenation” is a 

proactive technique intended to reduce the probability 

of future unplanned outages due to aging. Castelli et al. 

[14] analysed a rejuvenation policy based on prediction, 

demonstrating that it can further increase system 

availability and reduce downtime cost. This will instead 

increase stakeholders' trust. Building trust from the 

quality attributes would encourage the developer to 

induce these quality attributes in the development life 

cycle and produce a system whose foundation will be 

the stakeholders [8]. In architecture design, recognizing 

stakeholders' needs, the conditions of a problem and 

managing the concepts of architecture throughout the 

software life cycle play key roles in a project's success 

[5]. With designing an appropriate architecture, 

dependence of the software's quality on the code of a 

program decreases significantly, since the software's 

quality depends on the architecture model which faces 

model-based development [33]. Requirement 

Management (RM) is a fundamental activity which 

reduces errors, delay in software preparation and 

overrun costs [17]. The quality attributes of a software 

system are, to a large extent, determined by the 

decisions taken early in the development process. Best 

practices in software engineering recommend the 

identification of important quality attributes during the 

requirements elicitation process, and the specification of 

software architectures so as to satisfy these 

requirements. Over the last few years, the software 

engineering community has studied the relationship 

between quality attributes and the use of particular 

architecture styles and patterns [36].  

These generally include points, strategies and 

methods which can be useful in designing and selecting 

the appropriate structure for software architecture. 

Software reuse has been recognized as an attractive 

idea with an obvious payoff to achieve a faster, better 

and cheaper software program. One important 

component in designing reusable object-oriented 

software is design patterns. Design patterns describe a 

commonly recurring structure of communicating 

components that solve a general design problem in a 

particular context. An important property of design 

patterns is that they are independent of a particular 

application domain and programming paradigm. As a 

result, design patterns facilitate the reuse of software 

architecture, even when other forms of reuse are 

infeasible [2]. For instance, Béjar et al. [10] proposed 

an architecture style, a pattern, for Spatial Data 

Infrastructures (SDIs). This style provides a tool and a 

shared vocabulary to help system architects design these 

infrastructures, and facilitates the exchange of 

knowledge about them.  

The new complicated requirements demand solution 

to newly arisen problems. Kalistratov [26] addressed the 

problem of wireless monitoring of the Megacities 

through simulating the propagation of a radio signal. 

Hadizadeh and Tanghatari [21] considered the problem 

of increasing processor efficiency using new parallel 

processing design of MIPS-Based Series. Jahanirad and 

Karam [24] used the Built-in Self-Test (BIST) based 

approach to test new configurations parallel proposed 

processing chips. These complicated new multi-

processor, multi-task usages of software call for modern 

software styles, the efficiency of which should be 

evaluated using new functional and NFRs as the metric 

of evaluation. In this respect, style selection would be of 

ultimate importance to them. 

There are several frameworks and middleware which 

result in savings in software implementation and 

production process. Some of them have been variously 

presented and used for certain systems and their 

capabilities have been proven [1]. The accurate 

selection of a set of such frameworks can prevent 

applying unwelcome changes when completing the 
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desirable architecture known as software architecture 

style. This research mainly attempts to select an 

appropriate style when designing a software system 

with a determining role in leading to success. This study 

aims to present a style-based software architecture 

model and hence, investigates how the financial 

software architecture style of a relatively big 

meteorological organization involving 390 people as the 

case study is selected. In this case study, the appropriate 

software architecture style is carried out on Data 

Centred (DC), Data Flow (DF), Virtual Machines (VM), 

Remote Procedure Call (RPC), Object-Oriented (OO) 

and Layered (L) styles using the proposed algorithm. 

Some quality attributes of these styles, which will be of 

importance in this system, have been obtained using 

estimation questionnaire method and its completion by 

experts. The questionnaire output is used in the 

proposed algorithm in order to compare these styles 

with stakeholders' requirements and the selection of a 

model based on an ideal style [13]. In fact, an ideal style 

refers to a style relatively meeting the stakeholders' 

needs. Various algorithms have been presented in this 

regard, each of which suffering from certain shortages 

and defects mentioned in the second section. 

This research presents a new algorithm based on 

mathematical reasoning and a statistical method, which 

selects a style able to meet stakeholders' NFRs with 

minimum amount of money spent within the shortest 

possible time. This introduces a simple, yet effective, 

method for selecting an optimum software architecture 

style, meeting the stakeholders’ requirements with the 

least operation cost. It is itself an easy-to-design and -

implement method (similar to AHP- and matrix-based 

methods) having low time complexity (like Modelling 

and Formal Methods) with low implementation cost, 

while achieving results comparable with what is 

obtained using complex methods. The paper has been 

arranged as follows. the studied methods are briefly 

described in section 2, the proposed algorithm is 

described step-by-step (and draft questionnaires are 

presented) in section 3, the Gamma distribution function 

and parameters estimation method are shortly described 

in section 4, discussions on the results of applying the 

proposed algorithm and compare with other methods are 

in section 5 and finally the section 6 covers the 

conclusions. 

2. Related Works 

One of the main subjects in designing a software 

architecture based on styles selection is the appropriate 

style. The term architecture style was first introduced by 

Perry and Wolf [34]. Garlan and Shaw [20] introduced 

software architecture styles and drew comparisons 

between them by providing several examples. Different 

research projects have presented different methods for 

the analysis and selection of styles. Bosch et al. 

presented an algorithm called arch designer, in which 

the prioritization and assignment of quality attribute 

weights have been used as criteria in selecting the most 

appropriate software architecture model or style [12]. In 

this algorithm, when the number of candidate styles and 

that of NFRs increases, the size of matrix grows. As a 

result, the number of calculations increases and leads to 

a reduction in efficiency.  

Furthermore, Jabali et al. [23] used AHP algorithm 

based on the density of data for selecting a software 

architecture style or model, in which the implementation 

has not been conducted and the results have not been 

tabulated. Wang and Yang [46] also presented an 

algorithm based on AHP for style selection. Chun Yong 

Chong et al. [15] offered a fuzzy AHP-based algorithm 

in an effort to identify quality attributes and rank them 

based on their priorities. Kim et al. [27] proposed a 

Lightweight Technique for Software Architecture 

Evaluation (LiVASAE) based on arithmetic mean and 

AHP. AHP has a hierarchical one-way structure. This 

means that when ranking and selecting the best choice, 

the criteria list is assumed to remain unchanged. If the 

choice is to affect the criteria list, for example, by 

introducing new attributes of a candidate style, the 

output of calculations and as a prior results and ranking 

of the selected appropriate style will no longer be valid, 

so the problem needs to be reconsidered from the 

scratch. Considering such complexity, time and costly 

process of AHP-based algorithms, their applicability in 

real use is under question. 

The correlation coefficient is another method that has 

been drawn upon in various papers for evaluating 

architectural models or styles. However, the problem 

with all these methods may involve the long distance 

and parallelism of the attributes. For example, the 

correlation coefficient between DM attributes and a 

candidate style may be around 1, but each of DM 

attributes can be 100 times of the style's attributes [6, 7, 

16, 28].  

Fiondella and Gokhale [19] used Uncertainties in 

model parameters for importance assessment of a 

software system. Using methods based on the 

investigation of a model can also guide us in selecting 

architecture styles. In order to reach that goal, the 

optimal model is investigated for each style and the best 

one is selected. Thus, we can find a very large transfer 

matrix for each style. Jegourel et al. [25] proposed an 

algorithm based on a statistical estimation method for 

preventing the instability in the transfer matrix and 

ultimately reducing its size. In addition, SAT-based 

learning model has been proposed as a preventive 

method by Ivančić et al. [22] in order to avoid 

abnormalities. These methods also reduce the size of the 

transfer matrix. Thus, there are various algorithms for 

selecting an appropriate architecture style. There are 

various ways to check and improve the quality of 

software. For example, formal methods have become 

the recommended methodology in critical software 

engineering. In formal confirmation, a system must be 

https://onlinelibrary.wiley.com/action/doSearch?ContribAuthorStored=Gokhale%2C+Swapna+S
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identified with a specific formula such as Petri Net 

networks, automata, and process algebras that require 

formal expertise and may be complicated especially 

with large systems. Mkaouar et al. [32] proposed a 

model for a real-time work model using the Linear No-

Threshold model (LNT) language, describing how to 

use it to integrate a formal confirmation phase into an 

Architecture Analysis and Design Language (AADL) -

based development process. It can be compared with the 

proposed algorithm. The reason for comparing both of 

these methods is the use of statistical parameters.  

Each architecture analysis and selection method 

contain both advantages and disadvantages that is 

reflected briefly in Table 1. Since each method does 

have a known algorithm structure, thus advantages and 

disadvantages of each are recognizable.  

Table 1. Related works. 

Structure of Algorithm Presented by Disadvantages Advantages 

AHP-based 

Chun et al. [15] 

Kim et al. [27] 
Jabali et al. [23] 

High time 

complexity 
High Sensitivity to 

criteria list 

High memory needs 

Easy to 
design and 

apply 

Matrix-based 
Bosch and 

Bengtsson [12] 

Modelling 

and 

Formal Method 

Fiondella and 

Gokhale [19] 

Jegourelc et al. 
[25] 

Ivančić et al. [22] 

Mkaouar et al. 

[32] 

Costly in designing 

stage 

Low time 

complexity 

Considering behaviour and structure of each method 

based on Table 1. Those with AHP-based and Matrix-

based structures have higher time complexity and 

memory needs and are dependent on the input NFRs, but 

their design and usage are easier. But if the modelling 

and formal methods used for analysis and selection of 

architecture, albeit their complex and high cost, time 

complexity order will reduce. Therefore, each of the 

different structures assumes known advantages and 

disadvantages. 

3. Newly Proposed Method 

As mentioned earlier, this research aims to select a 

software architecture style out of candidate styles using 

Gamma probability function. The Gamma probability 

function will be briefly described along with input 

attributes, with the probability function being first fitted 

based on some expert opinions on the quality attributes 

of each architecture style.  

Then, for each style and given the stakeholders' 

qualitative requirement, the percentile corresponding to 

the experts' opinion is obtained and its chart is given. At 

the end, the style with a lower percentile chart is chosen. 

The lower this percentile, the cheaper and partly faster 

it will be. Evidently, we can achieve the stakeholders' 

qualitative level by employing an average programming 

team that reach the minimum levels of the selected style. 

Figure 1 briefly displays the steps of implementing the 

appropriate architecture style selection. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 1. Schematic diagram of the proposed algorithm for selecting 
software architecture style. 

 Step 1: At first, a questionnaire concerning the 

stakeholders' needs will be prepared, with the 

stakeholders in different levels giving each 

requirement a value from 1 to 8 according to Table 2. 

Table 2. Questionnaire of Desired Model (DM). 
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 Step 2: At this step, the stakeholders are given a 

weight for their every requirement based on their 

field of activity in regard to each NFR. To obtain the 

desired model, all stakeholders' requirements should 

be taken into account. Each quality attribute is of 

different importance from the stakeholders' point of 

view. For instance, a quality attribute like security, 

from one stakeholders' view, may be of high 

importance, preoccupying his/her mind, while from 

another one's view, it may be of no or little 

START 

END 

Completion of system's 

NFRs questionnaire by 

different levels of 
stakeholders 

Calculation of percentile related to each style and drawing 

percentile chart corresponding to DM in all quality attributes for 
each style  

Calculation of Gamma 

probability function for 

each attribute in each 

style based on experts' 

opinion  

Completion of quality 

attributes questionnaire 
related to different styles 

by experts 

 

Calculation of NFRs 

using Geometric mean 

and creating the desired 

model (DM) 

Analysis of percentile chart related to quality attributes in 

different styles and selection of the best style for the optimal 

model 

https://www.google.com/search?biw=1360&bih=643&sxsrf=ALeKk02shseuNB-STY8FmPAeXbCCBCPD3g:1623237247521&q=architecture+analysis+and+design+language&spell=1&sa=X&ved=2ahUKEwil3Zj8tYrxAhUDSxoKHTS6DvkQirwEKAB6BAgBEC4
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importance. Thus, software components can give rise 

to several kinds of architectural mismatches when 

assembled together in order to form a software 

system [9]. Quality attributes can be converted into 

quantitative ones using a variety of methods. One of 

these methods is the interval scale which has been 

used in [4] and is shown in Table 3. 

To develop the desired model, qualitative needs are 

calculated for each stakeholder using the above-

mentioned method. We then obtain the numerical 

average, which is the attribute's value in the Desired 

Model (DM). As mentioned earlier in this paper, in 

order to design a software system for a big organization, 

a questionnaire based on the quality attributes in Table 

2 was filled in by the members of this company. The 

DM was calculated after averaging. It is also possible to 

give a certain weight to each attribute's value of 

importance from the personnel's viewpoint based on 

their field of activity; however, giving weight has not 

been considered for this example. After the 

questionnaires are received, the Geometric mean for 

each attribute in each style is used. Finally, the obtained 

value of each attribute is rounded to 1.0, which is seen 

in the estimated DM (Table 3). 

Table 3. Questionnaire of Desired Model (DM). 
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 Step 3: In order to quantitatively calculate the NFRs 

of the candidate styles, a scale-interval-based 

questionnaire is used, with 10 chosen software 

engineers having been provided with a table for the 

candidate styles like Table 4. After the questionnaires 

are received, the Geometric mean is used for each 

NFR in each style. At the end, the obtained value of 

each attribute is rounded to 1.0, the value of the 

quality attributes for the existing styles being 

observed in Table 4. 

Table 4. Questionnaire for NFRs-Styles strength assessment. 
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 Step 4: At this step, a Gamma statistical function 

fitting is calculated for each attribute of each style 

based on experts' opinions. 

 Step 5: After the Gamma function is calculated, the 

percentile corresponding to the given quality 

attribute in the DM can be calculated and extracted. 

 Step 6: At the last step of this algorithm, the 

appropriate software architecture style satisfying the 

stakeholders' requirements with minimum cost is 

selected after the results and the chart are examined. 

In addition to giving a brief description of the Gamma 

statistical function, the steps of implementing the 

algorithm will be explained in detail.  

4. Gamma Distribution 

As mentioned previously, after the DM is calculated and 

the questionnaire is completed by the experts, the fitting 

for each style should be carried out through the Gamma 

probability distribution function [45]. The Gamma 

probability distribution function is one of the continuous 

probability distributions used in the problems related to 

optimization, with a shape parameter , a scale 

parameter  and a Gamma function Γ(𝛼) obtained using 

Equation (1). If  is a natural number, then the Gamma 

distribution is equal to the sum of the random variable 

 with the exponential distribution based on parameter 

1/β. 

Γ(𝛼) = ∫ 𝑡𝛼−1𝑒−𝑚
∞

0
𝑑𝑚 

However, in order to increase the accuracy of the 

results, the 3-parameter Gamma distribution for the 

starting point was used according to Equation (2), with 

the Gamma probability distribution function being fitted 

to each quality attribute of each style (e.g., reliability in 

OO style) based on Equation (2) in the fourth step of the 

algorithm. i.e., the calculation of the Gamma probability 

distribution function. It should be noted that since the 

Gamma distribution covers only the positively skewed 

data, an appropriate change of variable has been used to 

estimate the probability function, the attributes of which 

have been shown in Table 5. 

Table 5. Input attributes of 3-parameter Gamma distribution for the 

starting point. 

Input attribute Description 

X Qualitative variable of the case study 

maxX Reported maximum value in the case study 

minX Reported minimum value in the case study 

Delta 

Positively skewed data are equal to the reported minimum 
distance to the drawing point of Gamma function and 

negatively skewed data are equal to the reported maximum 

distance to the drawing point of data 

α Shape parameter of Gamma probability density function 

β Scale parameter of Gamma probability density function 

S Skewness of observational data 

 

𝑃𝐷𝐹𝐺𝑎𝑚𝑚𝑎(X;α,β,𝑋𝑚𝑖𝑛,𝑋𝑚𝑎𝑥,Delta,S) 

=

{
 
 
 

 
 
 
βα(𝑋−𝑋𝑚𝑖𝑛+𝐷𝑒𝑙𝑡𝑎)

(α−1)𝑒−𝛽(𝑋−𝑋𝑚𝑖𝑛+𝐷𝑒𝑙𝑡𝑎)

Γ(𝛼)
;

𝑆 ≥ 0 𝑎𝑛𝑑 𝑋 > (𝑋𝑚𝑖𝑛 − 𝐷𝑒𝑙𝑡𝑎)

βα(𝑋𝑚𝑎𝑥+𝐷𝑒𝑙𝑡𝑎−𝑋)
(α−1)𝑒−𝛽(𝑋−𝑋𝑚𝑖𝑛+𝐷𝑒𝑙𝑡𝑎)

Γ(𝛼)
;

𝑆 < 0𝑎𝑛𝑑 𝑋 > (𝑋𝑚𝑎𝑥 + 𝐷𝑒𝑙𝑡𝑎)

0 ;  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

(1) 

(2) 
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𝑆 = 𝐸 [(
𝑋−𝜇

𝜎
)
3
] =

∑ (𝑋𝑖
3)𝑁

𝑖=1
𝑁

−3𝜇𝜎2−𝜇3

𝜎3
,  

𝜇 =
∑ 𝑋𝑖
𝑁
𝑖=1

𝑁
 , 𝜎 = √

∑ (𝑋𝑖 − 𝜇)
2𝑁

𝑖=1

𝑁 − 1
 

 

In addition, the cumulative probability function for the 

function above is as follows: 

𝐶𝐷𝐹𝐺𝑎𝑚𝑚𝑎(X;α,β,𝑋𝑚𝑖𝑛,𝑋𝑚𝑎𝑥,Delta,S) =

∫ 𝑃𝐷𝐹𝐺𝑎𝑚𝑚𝑎(X;α,β,𝑋𝑚𝑖𝑛 ,𝑋𝑚𝑎𝑥,Delta,S)𝑑𝑥
𝑋

−∞
 

And attributes are estimated as follows: 

Y = {
X-(Xmin-Delta); S ≥ 0

(Xmax + Delta)-X ; S < 0 
  

 

𝐴 = 𝐿𝑛(𝑋) − 𝐿𝑛(𝑋) = 𝐿𝑁 (
∑ 𝑋𝑖
𝑁
1

𝑁
) − (

∑ (𝐿𝑛(𝑋𝑖))
𝑁
1

𝑁
) ; 

�̂� =  
1

4𝐴
(1 + √1 +

4𝐴

3
) ; �̂� =

𝑋

�̂�
 ; 

Delta = Inverse_Gamma(
1

𝑁+1
; �̂�, �̂�) 

Equation (5) is a recursive one used for calculating 

Delta, by which new values of �̂�, �̂� and Delta can be 

regarded as attributes of the intended variable 

probability function with approximation for one 

recursive calculation, where N indicates the number of 

questionnaires completed by experts. In order to 

calculate Inverse-Gamma function, the estimation using 

numerical calculations methods is used. 

In the fifth step of the algorithm, given the 

probability function for each quality attribute related to 

each programming style, the percentile corresponding to 

the expected qualitative level in the DM of each quality 

attribute (called Z) can be obtained for the probability 

function of each style and quality attribute using 

Equation (6). 

 
Percentile(z;α,β,Xmin,Xmax,Delta,S) 

= 100 ∗

{
 
 

 
 

1 ;S<0,𝑧>(Xmax+Delta)

0;S≥0,z<(Xmin−Delta)

CDFGamma(z−Xmin+Delta;α,β,Xmin,Xmax,Delta,S)
;

S≥0,z≥(Xmin−Delta)
1−CDFGamma(Xmax+Delta−z;α,β,Xmin,Xmax,Delta,S)

;

z≤(Xmax+Delta)

 

 

It should be noted, however, it is likely that the desired 

qualitative level in the DM in one or several NFRs are 

not fulfilled by the highest level of a similarly intended 

quality attribute in one programming style. In this case, 

the number 100 is reported for the corresponding 

percentile. Moreover, if the desired qualitative level in 

the DM in one or several NFRs can be fulfilled for the 

lowest level of a similarly intended quality attribute in 

one programming style, the number 0 is reported for the 

corresponding percentile. 

5. Analysis of Exam Results 

This research firstly carried out probability function 

fitting on the experts' opinions about the quality 

attributes of each architecture style. Then, the 

percentiles corresponding to each DM were calculated 

based on the probability functions obtained from those 

opinions (the 20th percentile of a software quality 

attribute means this attribute in a certain software style 

has a low quality; this hypothetical software has a low 

reliability in comparison to other object-oriented 

programs). Now, if it is assumed that the experts have 

given the reliability of the object-oriented style a score 

of 8 from 6 to 8, it can be assumed that the case study 

has obtained a score of 6.2 with a low quality in terms 

of reliability in the hypothetical object-oriented style. 

Now, with a special mixture of the percentiles of 

software styles quality attributes, we want to satisfy 

users' need to their desired software qualitative levels 

DM. It should be noted that the lower the percentile 

number corresponding to each quality attribute in a 

style, the lower the costs of producing software program 

with this style will necessarily be. In other words, if a 

style automatically ensures the high quality of an 

attribute, a certain level of quality in the DM, with a 

lower cost (or using an average programming team with 

a lower wage); percentiles lower than a quality attribute, 

can be fulfilled. At this step, the chart of the calculated 

percentiles for the DM in each style has been shown in 

Figure 2. 

 

Figure 2. The Intended Percentile for fulfilling stakeholders' needs. 

Data Flow and Layered styles rank second and RPC 

and VM styles achieve the lowest corresponding to the 

DM's expected NFRs. To test the validity of the 

proposed algorithm (Gamma distribution), Case Study 

is evaluated using the LiVASAE Technique algorithm 

and the results are shown in Table 6. 

Table 6. Input attributes calculate ROI of styles according to the 

LiVASAE technique. 

NFR DM DC DF VM RPC OO L 

Modification 7 5.25 7.25 4.875 5 7.625 7.375 

Reusability 8 5.375 7.375 5.25 5.75 7.875 6 

Performance 8 7.125 6.875 7.5 7.625 7.625 7.5 

Scalability 6 6.375 6.875 5 5.25 7.25 6.375 

Reliability 6 7.5 6.25 5.875 5.875 7.625 7.125 

Portability 4 5.125 5.5 6.25 5.375 7.375 6.5 

Security 5 7 6.375 7.125 6.5 6.875 7.375 

 
322560 344870.5 553819.6 251094.9 236230.9 1283343 722628.3 

 
----- 1.069167 1.716951 0.778444 0.732363 3.978619 2.240291 

In Table 6, according to the ROI, the LiVASAE 

Technique considers the OO style as the best choice to 

meet the needs of the stakeholders. Table 6 and Figure 

2 show a comprehensive comparison between three 

algorithms based on the response rate of styles for the 

(3) 

(4) 

 

(5) 

(6) 
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case study. Kim et al. [27] used the Arithmetic mean 

method to calculate the NFRs of different architectures 

(styles), Jabali et al. [23] used ordinary AHP algorithm 

while we used Gamma distribution method to smooth 

out the NFRs of each style. According to Table 7, the 

results show the validity of the proposed algorithm, with 

the exception that the proposed algorithm is better seen 

by using the probability distribution functions 

(uncertainty) for each of the NFRs. 

Table 7. Comparison of the results from LiVASAE technique, 
ordinary AHP and proposed gamma method. 

Gamma 

distribution 

Rank 

Ordinary 

AHP 

Rank 

LiVASAE 

Technique 

Rank 

Style 

1 1 1 OO 

2 2 2 L 

3 4 3 DF 

4 3 4 DC 

6 6 5 VM 

5 5 6 RPC 

Furthermore, the corresponding time complexity of 

the methods is shown and compared with each other 

according to Figure 3. 

 

 

Figure 3. Time complexity of evaluated methods. 

Considering the Figure 3, we can say that increasing 

number of NFRs has the potential to improve 

comparison of methods with each other. By different 

number of NFRs, we can execute each algorithm and 

based on the results, one can say that the AHP (proposed 

method) has the highest (lowest) time complexity in 

selection of software architecture style.  

6. Conclusions 

This paper examined a certain mixture of optimal 

quality attributes in a relatively organization employing 

390 people as the case study is selected. Six quality 

attributes by the architect (modifiability, reusability, 

performance, scalability, reliability and portability) in 

six software styles (DC, DF, VM, RPC, OO, and L) 

were investigated and probability functions were fitted 

on them. The percentiles corresponding to each quality 

attribute in the DM were calculated. Using the graphical 

visual comparison and drawing the points on the chart, 

the styles with the lowest percentiles (corresponding to 

the lowest implementation cost) were able to satisfy 

users' non-functional needs. The rankings of styles were 

found to be respectively as follows: OO, L, DF, DC, 

RPC, and VM. 

The results show that OO-developed software is able 

to satisfy users' needs with the smallest percentile 

corresponding to its quality attributes. This means that 

an ordinary object-oriented program, with a medium or 

even weak level of quality, e.g. one written by a semi-

skilled programmer, is as efficient in satisfying users' 

needs as a layered-based program developed by a skilled 

programmer (having spent more time and money on it). 

In other words, a certain combination of hypothetical 

user's DM quality attributes may be fulfilled by a sub-

optimal OO-style program with minimal cost, instead of 

a costly one developed in layered style, which is not 

optimal regarding user’s DM. 
Various papers have suggested novel strategies to 

implement OO-style, e.g., Librecherr and Xiao [31] 

extended the object-oriented programming paradigm to 

a structure called adaptive programming. The Object-

Oriented style was tested on some case study [11]. 

It is of prime importance to survey the DM before 

selection of style architecture, to select the most 

applicable one. The suggested algorithm has the 

following advantages and disadvantages:  

1. 1st advantage: since this method reorders candidates 

based on their correspondence with the DM, thus it 

can be a tool in selection of a set of styles in designing 

a multi-morphologic architecture. In other words, 

similar styles (ranking in reordering) come in the 

same set. 

2. 2nd advantage: the method needs low memory and 

less time complexity. In fact, in contradiction with 

the Modelling, AHP and Matrix based methods, in 

this method applying with the variation in order and 

number of NFRs and also increased number of styles 

and stakeholders, the subject space does not change 

much. The Figure 3 in the previous section, shows 

the time complexity against other methods and verify 

this advantage.  

3. 3rd advantage: it’s design is easy, in a way that 

similar to AHP and Matrix based methods, it can be 

executed with a few mathematical and statistical 

relations and does not have complexity and design as 

in the modelling method. 

Main disadvantage: as other methods, the proposed 

method is not free from disadvantages. The main 

disadvantage is related to the time of study and 

recognition of the subject. In other words, if a parameter 

in the analysis time of the system and architecture 

design is overlooked, at the end all design computations 

must be repeated from their beginning. Since this 

method is a selected one, with the changes in the DMs, 

the measure for selection differs. So, the comprehension 

of the subject and assessment of the stakeholders’ 

considered NFRs should be done with most care and 

delicacy.  
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