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Abstract: Software-Defined Networking (SDN) is a unique approach to design and build networks. The networks services can 

be better handled by administrators with the abstraction that SDN provides. The problem of re-routing the packets with 

minimum overhead in case of link failure is handled in this work. Protection and restoration schemes have been used in the 

past to handle such issues by giving more priority to minimal response time or controller overhead based on the use case. A 

hybrid scheme has been proposed with per-link Bidirectional forwarding mechanism to handle the failover. The proposed 

method makes sure that the controller overhead does not impact the flow of packets, thereby decreasing the overall response 

time, even with guaranteed network resiliency. The computation of the next shortest backup path also guarantees that the 

subsequent routing of packets always chooses the shortest path available. The proposed method is compared with the 

traditional approaches and proven by results to perform better with minimal response time.  
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1. Introduction 

Software-Defined Networking (SDN) is 

revoultionalizing the way to architecture networks. It 

provides numerous advantages in terms of automated 

load segregation, traffic monitoring and virtualization. 

It has 2 major planes-control plane and data plane. 

Control plane is the centralized unit which is 

programmed to direct the routing process in the data 

plane. SDN allows easy reconfiguration since the 

intelligence of the network is centralized. The end to 

end connectivity among the nodes is monitored by the 

SDN controller. It is also capable of computing and 

monitoring the overall throughput and response time. 
Open flow is an open source implementation of the 

protocol and acts as an interface between switches and 

controllers. The centralized control over the network is 

handled by open flow by remotely controlling the 

forwarding table of all the switches. There are three 

main components in the openflow architecture namely 

data plane, control plane and a secure communication 

channel to link them.  
Each open flow switch has three tables to manage 

the process of forwarding the packets. These are flow 

table, group table and meter table. Flow table has a list 

of entries based on which it reacts to the incoming 

packet and takes the action to forward it accordingly. 

There can be multiple entries/rules to control the 

forwarding process and these rules will be sorted on 

based of the priority of the rules. The secure channel 

will be used to pass packets to the controller when none 

of the forwarding rules match with the packet. Some 

 
algorithms may even choose to drop such packets.  

Headers, counters and action are the three 

important fields of a flow entry. The duration of active 

links, count of received packets and count of 

transmitted packets are among the frequently 

encapsulated fields in counters. The action field 

chooses the forwarding path of the matched packet. To 

handle multiple flows, group table can be used. 
Group table is organized in buckets which have 

more than one rule per incoming packet. Meter table is 

used to control the performance of a switch. 

Virtualization of a network can optimize the 

computation and storage capacity of the network. 

These features play an important role in automating 

the network functionalities, thereby reducing 

functional costs.  
 Fault tolerance of a network can be defined as the 

capability to swiftly respond and handle an 

unexpected failure. Network protection to handle link 

failures and reroute the packets to the destination is 

significant. This requires the network to maintain the 

active links so that the backup paths are computed 

accordingly to forward the packets. 
SDN provides the ability to control the bandwidth 

based on the requirements. The underlying network is 

managed by the controller to enhance the network 

performance. SDN applications can be operated in 

multiple variations like Software Defined Mobile 

Networking (SDMN), Software Defined Local Area 

Networking (SD-LAN) and Software Defined Wide 

Area Networking (SD-WAN). Server virtualization in 

large data centres provided by SDN is seen as a 
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primary advantage to handle large networks. These 

features of SDN make sure that it reduces operational 

costs and enhances network visibility. 
The paper is partitioned into seven sections. The 

second section covers the literature survey of the 

mechanisms used so far in the past works, the third 

section explains the proposed work, the fourth section 

details on the mathematical justification, the fifth 

section briefing the experimental setup followed by the 

sixth section which shows the results and the final 

section covers the conclusion and future work. 

2. Literature Survey 

Optimization of the flow restoration process has been 

handled in the past [1]. Two cases of handling the flow 

operation were studied-1) Add and Remove, 2) add-

only. The proposed algorithm was targeted to find the 

near to optimal solution. But, the technique did not 

focus on minimizing the response time. 
Bidirectional Forwarding Detection (BFD) had been 

closely associated to handle node and link failures 

effectively in the past [12, 18]. It involves a three-way 

handshake process for establishing the session. It was 

concluded that BFD can be used as an efficient 

Operation, Administration and Maintenance (OAM) 

mechanism for IP RAN networks to serve the needs of 

node and link fault tolerance with minimum overhead. 
Fast failover had been handled using Proactive 

mechanisms [8, 10, 15] in software defined networks. 

Controller was frequently involved in the failover 

process using the protection scheme. Flow aggregation 

had been used as its main principle using the Virtual 

Local Area Network (VLAN) tag id in order to provide 

fast failover. The recovery time was low in this process, 

thereby enabling this mechanism to be feasible for 

carrier grade networks.  
The issue of robust multicasting had been treated 

with the open flow framework [2]. Reactive and 

Proactive are two major ways of handling fault 

tolerance. To provide proactive fault tolerance, a 

multicast tree was involved which connected one 

publisher to a set of subscribers to provide resilience. 

The packet information was carried using the VLAN 

tags. The scope of the work did not involve the reactive 

mechanism to handle failover and switchover.  
Load balancing and congestion control are the two 

other important aspects of network performance in data 

center networks [9, 11]. Software defined networking 

provides an additional advantage of handling dynamic 

load balancing and multipath forwarding to solve the 

problem of congestion control. Effective traffic control 

had been done using the notification mechanism among 

the switches. It was an economical approach to handle 

the increasing network loads in data center networks. 
SDN switches and traditional IP routers can co-exist 

in a hybrid mechanism which can be used to solve the 

issue of single link failure and guarantee traffic 

reachability [5]. IP tunnelling protocols were used to 

implement this approach. Computed results had shown 

that the number of SDN switches required for this 

approach were comparatively lesser. The approach 

was better in terms of performance when compared to 

the shortest path recalculation approach. 
Failover mechanism was introduced with per-link 

BFD [16]. Group tables and BFD were combined to 

provide superior link failure detection. The recovery 

time of this approach was independent of the size of 

network and length of path. 
A framework for Open State had been used to 

handle both node and link failures [3]. It made use of 

the protection scheme using pre computed alternate 

paths. Mixed Integer Linear Programming (MILP) 

process was formulated to optimize fast-failover 

reroutes and path calculation for all potential link 

failures. The ways in which link failure would arise 

were not considered in this approach. 
Multiple link failures frequently seen in carrier 

networks have also been solved in the past [14]. The 

authors proved that for any small number of edge k, 

the network design, related protocol, and backup path 

reconfiguration scheme could handle k arbitrary link 

failures and provided no loss of connectivity and 

congestion. The existing link-based restoration using 

FRR is fast but forms congestion which leads to 

packet loss for sensitive applications by overloading 

edges. 
A novel network protection mechanism, called 

Independent Transient Plane (ITP) was proposed 

where there were two uncorrelated planes -working 

and transient planes [7]. The transient plane was used 

to route the packets to overcome the disadvantages of 

segment protection [13]. The design managed to 

reduce the flow table entries by 60% and used 

minimal number of configuration messages. But, the 

mechanism was designed only for OpenFlow based 

networks. Mechanisms designed for providing fault 

tolerance were also focussed on particular types of 

networks such as grid [6] to improve the application 

turnaround time. 

Congestion-Aware Local Fast Reroute (CALFR) 

had been designed by leveraging flexible flow 

aggregation in fast reroute to balance failure recovery 

time and forwarding rule occupation [4]. The problem 

was formulated as an integer linear programming 

model. In node failure of SDN, Bellman Ford and 

Dijikstra algorithms were used for providing 

resolution for loop confrontation and bandwidth 

allocation of nodes respectively [17]. 

The literature survey can be summarized as 

follows: 

1. Restoration and Protection schemes are two 

frequently used failover mechanisms. 
2. Protection method is focussed on adding the entries 

in the flow table beforehand, thereby avoiding the 
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controller overhead in case of a link failure.  
3. Restoration method involves the controller call 

whenever there is a link failure. This ensures smaller 

flow table but there is a overhead involved in the 

controller call affecting performance. 
4. BFD is an effective algorithm for detecting the status 

of links. 
5. Numbers of configuration messages, size of flow 

table and response time are the most important 

factors in determining the performance of a network. 

3. Proposed Work 

3.1. Architecture 

The proposed system architecture is drawn in Figure 1. 

The SDN controller which acts as the centralized base 

of intelligence encapsulates three components. It 

collaborates between the three units and accomplishes 

the rerouting process. The three components are namely 

real time controller, link failure handler and link failure 

detector. 
The SDN controller communicates using the 

OpenFlow protocol with the switches. Each open flow 

switch is associated with a flow table and a group table. 

There is a bidirectional interaction described in the 

figure to demonstrate the interaction between the 

switches and controller. This is due to the fact that the 

switch informs about the failed packet delivery using 

the faulty link to controller and the controller installs 

the new flow entries after the computation of the new 

shortest paths. 

 

Figure 1. Proposed hybrid system architecture. 

The real time controller is the centralized component 

of the SDN controller and it functions to collaborate 

between the link failure detector and handler. When a 

faulty link is notified by a switch via the secure control 

channel, the real time controller establishes 

asynchronous BFD switches to detect the status of other 

links. The source switch sends a control message and 

waits for the acknowledgement in a particular 

timeframe. Once the status of the links are figured out 

by the link failure detector, it transfers the control to the 

real time controller which proceeds forward to handle 

it using the link failure handler. 
The link failure handler proceeds to compute the 

shortest path in the current topology using the 

configured algorithm and sends the computed details 

to the real time controller. The real time controller 

sends messages to the switches to install the new flow 

and group entries. The group entries make sure that 

the protection part of the process is covered, to make 

sure that the packets can again be forwarded without 

controller intervention when there is a similar link 

failure in the future.  

3.2. Network Protection Against Link Failure 

Link failure detection is the first step of the hybrid 

approach. It is significant to detect the status of all 

links from the source switch that reported the failure. 

It is because of the fact that subsequent routing should 

be optimized for the topology at that point of time. It 

uses BFD for this process. It is operated in two modes-

Asynchronous or demand. Here, asynchronous model 

is used and the source switch sends an asynchronous 

control message. Timers are set and the source switch 

waits for the response from all of its immediate 

neighbours to detect the link availability. Based on the 

results obtained from this process, the current 

topology is determined. 
Fault handling is handled in a hybrid manner 

including both the restoration and protection schemes. 

The process involves two steps. The switch uses the 

pre installed backup entries to determine the path for 

the delivery of the current packets. However, to make 

sure that the future path remains optimized, it makes 

the controller call and the controller computes shortest 

path using Dijikstra’s algorithm in the second step and 

transmits the flow entries to the corresponding switch. 

It can be used in case of future link failures and thus it 

is the entry that we make use of in the first step. If 

there is no backup entry configured in the group table 

of the switch, it traces back the packet to the source to 

check if there is any path from it and this process 

keeps repeating recursively. 
Consider the topology in Figure 2. There are a 

couple of hosts and six switches. Assume an use case 

where the packet transmission is from host ‘src’ to 

host ‘des’. The flow and group entries are pre 

configured in the switches along with the backup 

entries to handle the failure in the primary path. In the 

normal scenario, the packets will be transmitted in the 

primary shortest path 1-2-3. However, keeping link 

failures in mind to provide fast failover, there are 

group entries in all the switches to its corresponding 

destination node. For example, switch 6 has two group 

entries pertaining to port 2 and 3 which acts as 

primary and backup entries for the potential failure in 

link 6-3. Therefore the switch will transmit the packets 

in the 1-6-4-3 path if the link 6-3 fails. 
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Figure 2. The Topology of a sample network. 

The failure of the link 2-3 is shown in Figure 3. 

Using the group table entries, the packets start flowing 

in 1-2-5-4-3.  

 

Figure 3. Fast failover process using group table. 

Even though fast failover is provided using the 

group entry, the path used for the transmission might 

not be the most efficient path for future packets to flow. 

Here, the path 1-6-3 is up and hence the shortest, once 

the link 2-3 goes down. Thus the controller takes the 

responsibility to figure out the least distance path once 

it gets the notification from the switch 2. The path 1-6-

3 is found to be optimal and the controller proceeds to 

install the new entries as shown in Figure 4.  
The controller also adds the backup entries for each 

failed link in the new primary path. Therefore to 

account for failure in link 1-6, the transmission 1-5-4-3 

is identified and similarly to account the failure of link 

6-3, the transmission 6-4-3 is identified. Hereby, we 

guarantee the most optimal path in the future 

transmissions while providing instant fast failover. 

 

Figure 4. Computation of the current shortest path.  

The immediate fast failover approach and long term 

optimal routing are both handled appropriately. The 

controller action is described in the following 

algorithm. 

Algorithm 1:controller_action(packet, switch, link_failed)  

Input: Source switch with the failed link 

Output: Optimal path installed in the switches 

Declare and initialize path [][]={0}  

for each interface in switch 

{ 

       Enable multiple BFD async sessions recursively 

      Initialize timers and proceed on the sessions 

      Pass the control message 

      Trace the response within TTL and store in response 

       if response 

 { 

           Insert the link in path[][] 

        } 

} 

shortest_path = dijikstra(path, src, dest) 

insert_flow_entries(shortest_path) 

for each link in shortest_path 

{ 

      path = path – {link} 

      current_path = dijikstra(path,link.src,dest) 

      insert_flow_entries(current_path) 

      path=path+{link} 

} 

The switch functions as per the following algorithm. 

Algorithm 2: switch_action(packet)  

Input: Transmission packet 

Output: Invoke controller or transmission of packet  

output_port = get_next_hop(flow_table, input_port); 

if output_port is up  

{ 

       transmit the packet in output_port 

       return  

else 

      backup_port= get_backup(flow_table, input_port) 

      transmit the packet in backup port 

      controller_action(packet,this.name,output_port) 

} 

4. Analysis of Flow Entries 

The analysis of flow entries is performed with the 

traditional open flow ring topology. Let us assume that 

the count of hosts interfaced to each switch is denoted 

by M and the number of switches is denoted by N. The 

average count of flow entries can be evaluated using 

the expression Equation (1). 

W = N*(N-1)*M + M*N 

The Equation (1) can be equated down into Equation 

(2). 

W = (N^2) *M 

The above expression, as each switch needs to have 

entries that matches packets to the hosts connected to 

itself, the second term of the expression M*N is the 

number of such flows. In order to match other hosts 

connected to other switches, each switch must match 

the IP address of the destination using a flow entry. As 

(N-1)*M denotes the count of number of hosts apart 

from those connected to that switch, the total number 

of such entries is denoted by the expression N*(N-

1)*M. 
The flow entry’s action can be based on the IP 

address of the input switch or the port. The above 

equation denotes the flow entries when Internet 

Protocol address is considered. But, usually the port 

number is efficient in terms of lesser flow entries as it 

can aggregate many flow entries into a single bucket 

in the flow table. The average count of working flow 

(1) 

(2) 
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entries based on the action using port number is 

denoted in the expression as Equation (3). 

W = 2*N + M*N 

As there are only 2 flows required for aggregation 

based on the port number in the ring topology, 2*N is 

added with the other entries needed to send packets 

targeted at the hosts connected directly to itself as seen 

in the first case. It must be noted that this equality may 

not be the same with respect to any other topology.  

5. Experimental Setup 

Mininet network simulator and Opendaylight SDN 

controller have been used to simulate the algorithm. 

The hybrid failover algorithm is implemented using 

Python invoking the Opendaylight libraries and 

Application Programming Interface (API’s). The 

network topology is designed in Mininet in Python.  
The Operator Discretization Library (ODL) libraries 

primarily used were dlux and l2switch. The Virtual 

Machine’s (VM) operating system used to implement 

the system is Ubuntu 16.06 on top of the Windows 10 

host OS using Oracle Virtual Box. The Random Access 

Memory (RAM) allocated for the VM is 2 GB. The 

Opendaylight controller operates in the port number 

6633. 

6. Implementation and Results 

The response time of the proposed hybrid fast failover 

method is compared with the traditional restoration 

scheme. The comparison of the response time is 

depicted in Figure 5. As depicted, since the controller is 

involved in the restoration approach, the response time 

grows with the number of flow entries, but in the 

proposed hybrid approach since the failover depends 

only on the backup path, there is not a significant rise in 

the response time. 

 

Figure 5. Response time. 

The number of backup flow entries is plotted against 

the number of switches in Figure 6. The segment based 

protection method is compared with the proposed 

hybrid approach. The experimental result suggests that 

restoration method needs more entries than the 

proposed method. Backup entries play an important 

role while routing the packets in case of a failure in 

the primary path. Therefore, number of flow entries is 

an important performance attribute. Clearly, the 

proposed method overcomes the segment based 

approach. 

 

Figure 6. Backup flows entries. 

The response time required to forward the packet is 

plotted against the number of switches in Figure 7. 

Failover and switchover response time play an 

important role in judging the performance of an 

algorithm. Failover is the time required to forward the 

packet to the destination while switchover is the 

computation time taken by the controller to compute 

the subsequent future path. Thus the graph compares 

the failover and switchover time with the increase in 

number of switches. 

 

Figure 7. Failover and switchover time comparison.  

 

Figure 8. Number of configuration messages. 

The most recent design for providing link fault 

tolerance is based on independent transient plane. The 

ITP method is compared with the proposed approach 

based on the number of configuration messages 

(3) 
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against the number of switches in Figure 8. 

Configuration messages are the control messages 

transmitted using the secure control channel. These 

messages play a crucial role in the coordination 

between the switches and controller. This includes the 

faulty link notification messages and the flow entry 

installation messages. 

7. Conclusions and Future Work 

A hybrid approach for the delay-less transmission of 

on-the-fly packets to the destination with minimal 

controller overhead and response time has been 

discussed and this method also makes sure that the 

future flow of packets would always take the shorter 

path if available in the updated topology. The key 

features of the method can be summarized as follows. 

1. Fast failover is guaranteed in the proposed approach 
2. Optimal path in the longer run is assured with on-

the-fly packets delivered using the available backup 

path  
3. BFD is efficiently used to compute the status of the 

links and arrive at the current topology of the system 
4. The proposed approach is superior to the traditional 

restoration and protection schemes since it provides 

the advantages of both of these mechanisms. 

The classification of link failure types into permanent 

and transient failures can play an important factor in 

determining the fast failover approach. SDN protocol 

implementations other than open flow can also be 

studied and experimented with the proposed approach. 

Congestion factor is one factor that can be used to 

extend the proposed approach in the re-routing process, 

where the new path will depend on the traffic load that 

the links are facing. It can be used to prioritize the 

backup link when there are multiple options with the 

same cost. Packets which are identified to be malicious 

can be handled differently during the routing process. 

These packets can either be dropped or passed to the 

controller via the secure channel for the controller to 

make a choice on whether to forward the packet via the 

primary path or not. 
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