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1. Introduction 

Methods, such as IP and port scanning, are not always 

available for clients using Virtual Private Networks 

(VPNs) or with providers (You Tube, You Tube TV, 

Netflix, Amazon Prime, or HBO) using varying IP 

addresses to be able to identify the types of data and 

content providers that are being used on their 

networks. Neural networks and Markov Decision 

Process (MDP) are potential methods in identifying the 

source and class of video streaming services. This 

paper is an extension to our paper [18], which was 

present at ACIT20 UAE. 

The objective of this paper is to design and 

implement an end-to-end pipeline for training and 

classifying a machine learning system that can take in 

packets collected over a network interface and classify 

the data stream as belonging to one of five streaming 

video services: You Tube, You Tube TV, Netflix, 

Amazon Prime, or HBO. This paper will layout 

method employing Markov Decision Process applied 

to a simple multi-layer perceptron neural network in 

order to more accurately classify these video services. 

Previously, it has been possible for researchers to 

identify network traffic and by extension streaming 

services using IP addresses and ports; however, due to 

increasing optimizations, service providers no longer 

use reliably identifiable ports [14]. As such, new 

methods are being developed that make use of 

encrypted data and characteristics of the packets and 

traffic to better identify traffic, however, very little of 

this has been used to classify different streaming 

services, and so few tools are available to discriminate 

between the services for providers. 

The rest of this paper will be organized as follows: 

Section 2 describes previous work in classifying 

network traffic and streaming data. Section 3 describes 

the methodology used to collect our datasets and for 

the implementation of our classifiers. Section 4 covers 

experimental results and analysis. Section 5 is 

discussion and conclusion. 

2. Related Work 

A lot of work in network traffic classification has been 

done [14] that has focused on using NetFlow [8] to 

identify traffic type or destination, rather than 

traditional deep packet inspection. For example, Erman 

et al. [5] proposed a traffic classification system that 

only uses flow stats. They also provided a method to 

estimate network flow at both edge and core network 

nodes [6]. Zhang et al. [22] proposed a method to 

classify network traffic using correlation with 

comparatively low sample sizes for their data.  

Further attempts to improve classification 

performance appear in Moore and Zuev [13] and Auld 

et al. [2], in which a supervised naïve Bayes tree is 

applied to estimate traffic identity, and further 

extended using neural networks based on Bayesian 

methods to classify internet traffic using flow data. 

BLINd Classification (BLINC) [9] also attempted to 

classify hosts and associate them with applications 

rather than classifying pure IP flow. Bernaille and 

Teixeira [3], used the size of first packets to identify 

applications by using deep packet inspection. 

Most relevant to classifying video, traffic, however, 

is work by Bonfiglio et al. [4], in which they identify 

VOIP related traffic to identify skype traffic on a 

network. There has been an increase in interest in how 

deep learning techniques can be applied to network 

traffic classification [1, 10, 17, 19, 20]. Work was done 

to estimate You Tube Quality of Experience (QoE) 

[15, 16] metrics from packet metadata by applying 

several techniques to estimate these packet statistics. 

Fast Orthogonal Search applied to a k Nearest 

Neighbor (kNN) classifier to select optimal feature sets 
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[12] was also presented. Finally, Hubballi and Mayank 

[7] described using bit-level information to identify the 

differences in bit-coding signatures between different 

sources using a Hamming distance for the bit coding to 

discern different traffic sources.  

3. Implementation 

This section discusses the data collection methodology, 

data pre-processing steps, and algorithms used to 

classify traffic. 

A. Data Collection: Data was collected using 

Wireshark [21] to collect raw Packet Captures 

(PCAPS) of streaming video and then aggregated 

together with named labels for each streaming 

service being studied. The data was collected by 

connecting to a streaming service and collecting all 

packets sent to and received by the local computer 

during this time.  

B. Data Preprocessing: In order to make the raw 

PCAPS collected using Wireshark usable for data 

analysis, several steps were taken. 

 

Figure 1. Pre-processing box diagram. 

First, the data was loaded and transformed them into 

a Pandas dataset for use with Python’s machine 

learning libraries.  

As part of this pre-processing step, shown in Figure 

1, data was taken that had been captured at the data-

link layer (which includes information such as MAC 

addresses). As part of this step, we removed certain 

elements, such as packets that are considered 

irrelevant: Synchronous (SYN), Acknowledge (ACK), 

Finish (FIN) flags, since they are used for hand shake 

generation and do not contain any useful information 

about the protocol or service. Additionally, we deleted 

all (Destination) DNS and similar segments from the 

dataset. While these can be extremely useful for 

service identification, as DNS lookups can return 

information on the identity of the IP address, they do 

not provide useful information for traffic 

characterization and classification. Further, DNS look-

ups may provide one-to-one associations between the 

IP address and the streaming service, so while 

extremely precise within our dataset they would be 

useless generalizing the model outside of it. 

Finally, certain columns were removed from the 

dataset, such as IP address, since these are generally 1-

1 correlation with services, which would create a 

severe data leakage in our models - the models would 

collapse to using IP address solely, but be unable to 

identify streams that come from new IP addresses. 

Finally, packets were transformed to bytes from bits to 

reduce input size in the neural networks being used. 

C. Neural Network: After pre-processing of the raw 

PCAP data collected from the streaming services, 

the 23 remaining PCAP columns are passed into a 

simple multi-layer perceptron neural network to 

create a set of classification probabilities on the 

possible outputs. In order to ensure that the features 

later passed to the Markov decision tree would be of 

maximum quality, we then iterated on varying 

configurations of the neural network to find the 

highest performing number of hidden layers and 

other meta-features. The neural network was 

programmed using Matlab’sMatConvNet [11,19] 

library. 
 

 

 Figure 2. Starting neural network structure. 

Figure 2 shows the starting NN structure. The initial 

architecture of the neural network was simple: 

 23 nodes in the input layer. 

 A single hidden layer containing 4 nodes. 
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 A ReLU transform function. 

 A final 5 node output layer. 

After this test was run, further variations in the 

architecture of the neural network were explored to see 

which structures would generate the best results. The 

hyper-parameter range explored included additional 

hidden layers, increased nodes in the hidden layers, 

and an exploration of alternative activation functions 

such as sigmoid. Additionally, the batch size and 

learning rate were varied. 

Figure 3 shows the diagram for training the NN. 
 

 

Figure 3. Box diagram for training the NN. 

D. Markov Decision Process: With the best results 

from the neural network used as an input set, we 

attempted to use a Markov Decision Process to 

improve the accuracy of the classifications provided 

by the neural network. Instead of taking the 

classification provided by the neural network as the 

output, however, the set of probabilities created by 

MatConvNet were used to create a new set of 

features for each state in the Markov decision 

process.  

To construct the Markov Decision chain, the output 

classification probabilities from each time slice 

generated by the neural network was used to create a 

series of ‘states’, where for each state a set of 5 

probabilities were provided as features. 

For each time slice, treated as a discrete state S, 

there was a potential subsequent state S` as well as 5 

additional final states: one for each of the possible 

classification outcomes. Therefore, for any possible 

state, there would be 6 potential actions: wait for the 

next time slice, or go to one of the 5 final classification 

states. Since we would want a final decision to be 

made, the fifth time slice was chosen as a final 

‘undecided’ state (Figure 4).  

The decision rule was simple: there would be a 

minimum probability threshold required to be met by 

each state-if one state met that threshold then the 

action would be to progress to the selection state for 

that probability. If multiple met the condition, then the 

max would be selected as the action. If none met the 

threshold, then the action would be to proceed to the 

next time slice state.  
  

 

Figure 4. Markov decision process. 

In order to further improve the results for the 

Markov Decision Process, a second policy set was 

created using multiple thresholds for all possible 

classification categories. This was then run through 

multiple iterations with changes to the threshold values 

to improve the final prediction output. To find the 

optimal thresholds, a reward function was associated 

with each of the output states. For a correct state a 

+100 score was assigned, and -100 was assigned for an 

incorrect score. Timeouts were set at 0. In order to 

optimize for fast resolutions, a gamma of 0.9 was 

added to minimize the value of later decisions being 

made. 

Once the Markov Decision Process (MDP) had been 

designed, an initial test policy was created -for each 

state there would be a minimum threshold that the 

maximum probability had to clear. If that threshold 

was cleared, then the policy would select the ‘Classify 

as X’ action. If not, then the policy would progress to 

the next time state. This policy was implemented in 

Python. 

E. Summary of MDP Algorithm 

1. Assign initial thresholds to each state. 

2. Calculate classification probabilities using 

optimized neural network to get 5 probabilities for 

each time slice. 

3. For each time slice, get the next five time slice 

probabilities and generate states {s…s_n. 
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4. For each state s, check whether probability exceeds 

threshold, if yes, go to final state, else go to s` 

5. Repeat 4 until either in classification state or 

timeout state. 

6. Check classification against test data label and 

modify threshold accordingly.  

7. If misclassified, raise threshold for selected stream. 

if timeout, lower threshold for correct stream 

8. Go to step 3 until minimum error is met. 

F. Evaluation: In order to evaluate the results from the 

Markov Decision Process and properly compare its 

results to those from the neural network, a test set 

was taken from the total dataset to be used for 

evaluation.  

 

Figure 5. Training and evaluation sets. 

Some 70% of the dataset was randomly selected and 

placed into the training set. Further, 20% of the data 

was used for validation and a final 10% was placed 

into the test set as shown in Figure 5.  

For the validation set, data was used to fine-tune our 

results and to guard against overfitting by the training 

set. The accuracy of prediction from models trained on 

the training set was tested against the validation set. 

Poor results were indicative that the hyper-parameters 

of the model needed fine-tunings. 

Once the training and validation sets had settled, we 

took the trained networks and had them classify each 

element from the labeled test set. In order to evaluate 

the accuracy of the trained model, the number of 

correct classifications was counted and a simple 

percentage of correct classifications was used to model 

the effectiveness of the MDP as compared to the 

simple neural networks used to feed it data.  

4. Results 

This section presents the results for the proposed 

classification method. A comparison was run of the 

accuracy against the known classification for both the 

training set and the testing set. 

A. Neural Network: Figure 6 shows the final accuracy 

of 99.7% in the training set and 73.1% in the 

validation set. The relative disconnect between the 

training and validation sets indicates that overfitting 

was an issue with the data, and that further 

modifications to the neural network structure were 

unlikely to improve results.  

 

Figure 6. Training and validation accuracy per epoch. 

To prove the overfitting, when modifying the 

number of hidden layers, the accuracy in the validation 

set generally went down as shown in Table 1. 

Table 1. Prediction accuracy for layer parameters. 

Variation Training Validation 

2 Hidden Layers 91.5% 68.5% 

3 Hidden Layers 92.2% 69.2% 

4 Hidden Layers 94.1% 70.1% 

 

Table 2 shows that tests with a single hidden layer 

but variances in the number of nodes have shown even 

more dramatic loss in accuracy. 

Table 2. Prediction accuracy for node parameters. 

Variation Training Validation 

10 Hidden Nodes 90% 68.1% 

15 Hidden Nodes 82% 60.4% 

23 Hidden Nodes 33% 40% 

 

B. Cross Validation: In order to solve the overfitting 

issue, K-fold cross validation was used. Data was 

broken into 5 separate validation sets, with the 

remainder used for training data. Table 3 shows that 

an average success rate of 81.7% was found, 

indicating that cross validation would be a good 

avenue to improve results for training the networks. 

Table 3. Prediction accuracy for each service. 

Stream Accuracy 

Amazon Prime 0.84 

Netflix 0.82 

HBO 0.86 

You Tube 0.77 

You Tube TV 0.75 

 

C. Markov Decision Process: Originally, we had 

results in the 73% range; including the MDP in the 

decision making process improved results to around 

85% on average. Table 4 shows that the 

classification results have improved to an average 

over 90%, even for the markedly poor results of 

You Tube TV. This was achieved by adding a 
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regression policy to fine-tune the thresholds used by 

the MDP for each possible classification. 

Table 4. Prediction accuracy for each service. 

Stream Threshold Accuracy 

Amazon Prime 0.51 0.91 

Netflix 0.75 0.92 

HBO 0.6 0.902 

You Tube 0.85 0.85 

You Tube TV 0.9 0.845 

5. Conclusions 

Neural networks appear to have the accuracy required 

to make classification useful while there are many 

other methods for classifying streaming data based on 

collected PCaps. A trained neural network with a MDP 

enhancement was shown to handle the classification. 

This paper presents a method that allows for 

discriminating between streaming services using 

similar, but not identical protocols. Others have used 

neural networks to discriminate between VOIP and 

non-VOIP traffic, or to classify disparate types of 

traffic using supervised neural networks [17]. The 

method presented in this paper allowed similar types of 

streaming traffic from different services to be 

classified accurately. 
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