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Abstract: Cloud computing is on-demand network access model which provides dynamic resource provisioning, selection and 

scheduling. The performance of these techniques extensively depends on the prediction of various factors e.g., task execution 

time, resource trust value etc., As the accuracy of prediction model absolutely depends on the input data that are fed into the 

network, Selection of suitable inputs also plays vital role in predicting the appropriate value. Based on predicted value, 

Scheduler can choose the suitable resource and perform scheduling for efficient resource utilization and reduced makespan 

estimates. However, precise prediction of execution time is difficult in cloud environment due to heterogeneous nature of 

resources and varying input data. As each task has different characteristic and execution criteria, the environment must be 

intelligent enough to select the suitable resource. To solve these issues, an Artificial Neural Network (ANN) based prediction 

model is proposed to predict the execution time of tasks. First, input parameters are identified and selected through 

Interpretive Structural Modeling (ISM) approach. Second, a prediction model is proposed for predicting the task execution 

time for varying number of inputs. Third, the proposed model is validated and provides 21.72% reduction in mean relative 

error compared to other state-of-the-art methods. 
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1. Introduction 

Cloud computing is on demand computing framework 

that provides numerous facilities including sharing the 

pool of highly computational resources, economic cost, 

storage and many more. The cloud facilities are 

especially available in three forms Infrastructure as a 

Service (IaaS), Platform as a Service (PaaS), and 

Software as a Service (SaaS). Cloud computing 

provides various tools to collaborate remote resources 

that are geographically distributed and eliminates the 

burden of procuring resources which usually consumes 

very long time. These resources are managed by 

effective scheduling and resource provisioning 

techniques and usually consider execution time as a 

major metric for selection criteria. But actual execution 

time is not available before task execution. So 

predicting precise execution time is necessary. 

Another reason for predicting the execution time is 

that cloud computing offers on demand resource 

provisioning and allocation based on pay-per-use 

model [10]. The user uses variety of services and pay 

per-use basis. Therefore, accurate prediction provides 

reduction in cost, makespan and other Quality of 

Service (QoS) performance metrics. To overcome 

these issues, a prediction technique is required which 

provides the accurate execution time which is close 

enough to actual execution time.  

The performance of any prediction model solely 

depends on the input data that is fed into the network.  

So selection of suitable input also plays important 

role in predicting the correct value. In this paper, 

various relevant input parameters are identified 

through literature and suitable parameters are selected 

through Interpretive Structural Modeling (ISM) 

approach. The approach is widely used in identifying 

the parameters which have strong predicting power. 

After selecting the suitable input parameters, a 

Artificial Neural Network (ANN) based prediction 

model is proposed to predict the task execution time. 

The proposed prediction model is a function of 

execution time which includes three parameters- task 

workload, Central Processing Unit (CPU) speed, and 

free time of CPU. Various methods are used in 

prediction models: Linear Regression [17], Support 

Vector Machine (SVM) [14], genetic algorithms [19] 

and many other optimization techniques. Here, 

artificial neural network is used as an optimization 

method which is inspired by biological neural circuits. 

The network is trained using back-propagation 

algorithm in which error is measured and feed back 

through the neural layers to update the weight 

coefficients. The GWA-T-13 workload data set [11, 

20] is used for training and testing the prediction 

model. The major contribution of the paper is as 

follows: 

1. Some significant contribution in the field of 

execution time prediction is analyzed and identified 
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various parameters that affect the task execution 

time. 

2. From the identified parameters, suitable input 

parameters are selected for the prediction model. 

3. The detailed description of neural based prediction 

model is presented to predict the execution time for 

suitable resource selection. 

4. The model is simulated and validated using K-Fold 

Cross Validation approach. 

5. The simulation results are compared with Linear 

Regression (LR) [17] and Chang et al. [3] to show 

the effectiveness of the proposed prediction model.  

The rest of the paper is structured as follows. The 

major contribution in the field of execution time 

prediction is presented in section 2. In section 3, the 

methodology and evaluation criteria for predicting the 

model accuracy are discussed. In section 4, the 

proposed Multi Layer Perceptron-Artificial Neural 

Network (MLP-ANN) based prediction model is 

described. Section 5 present the simulation and 

validation results of proposed model over other state-

of-the-arts methods. Section 5 presents conclusion 

followed by future directions to enhance the proposed 

prediction model.  

2. Related Work 

The study on performance prediction in grid, cloud and 

distributed environment has involved the concentration 

of the research community in the previous decades. 

Some significant contribution is summarized to select 

the appropriate mechanism to analyze in specific 

environment and for further optimization.  

The prediction techniques can be classified in three 

categories-Analytical, simulation and emulation, and 

Empirical assessment [21]. The Analytical methods 

used mathematical models like machine learning, 

regression methods to predict the performance 

measures. Liu et al. [13] proposed a finish time 

prediction method for distributed tasks. The real data is 

collected by modifying MapReduce and regression is 

applied to predict the accurate finish time. Fan et al. 

[5] introduced a SVM based prediction model for 

optimizing the MapReduce performance. They 

proposed an adaptive algorithm to predict the accurate 

workload for a specific node. Before giving input, task 

is merged and re-merges for selecting specific data 

volume which results in increased makespan. 

Nemirovsky et al. [16] proposed machine learning 

approach for predicting the performance of threads for 

various applications. The approach provides improved 

throughput over traditional scheduling techniques of 

computer architecture. Significance importance of 

resource provisioning and scheduling is analyzed by 

Islam and Manivannan [9] and introduced a neural 

based model for predicting the failure in cloud 

environment. Accuracy, precision and recall are the 

major methods used for evaluation criteria for 

evaluating the correctness of the model. 

The second category is simulation, which is used to 

determine the performance of the presented model 

while emulator is more similar to real thing and 

intended to work smarter. Chang et al. [3] presented a 

resource selection mechanism based on Predicted 

Execution Time (PET). Before submitting a task to a 

resource for execution, PET is calculated for each 

resource. Then, task is submitted to a resource which 

has least PET for execution. The approach provides 

reduction in makespan, response time and throughput 

in grid environment. Nadeem and Fahringer [15] 

introduced an optimized method for predicting 

execution time for workflow applications based on 

templates. Templates are attributes of workflow 

applications. It is necessary to select the correct 

template and evaluate them to measure the accuracy. 

The mechanism provides more accurate result than 

existing methods. However, work can be extended for 

simulating real world workflows. Duong et al [4] 

presented a mechanism to predict the simulation 

running time in cloud environment. By accurate 

prediction of simulation running time, cost can be 

effectively optimized. By effective scheduling and 

resource provisioning techniques, running time can be 

more optimized to improve the model performance. Li 

et al. [12] proposed an execution time prediction 

approach for effective CPU provisioning. The 

presented mechanism considers number of core CPU’s 

and application workload to predict the execution time.  

The third category is the empirical assessment based 

on interpretation taken on a real experiment. Pham et 

al. [21] presented a machine learning based execution 

time prediction for workflow applications. The model 

uses the historical data and pre run time parameters to 

predict the task execution time. Empirical analysis of 

four workflow applications shows that the model 

performs better than existing prediction methods but 

have performance issues with highly dynamic 

workloads in cloud environment. Islam et al. [8] 

introduced a prediction model for resource 

provisioning in the cloud environment. They used error 

correction neural network and linear regression 

techniques to train the model. The model is validated 

using cross validation technique [1] to measure the 

accuracy of the presented model. 

The literature shows that lots of research work 

exists for prediction performance based on analytical, 

simulation and empirical techniques, but no study 

emphasized on the parameter selection and 

interrelationship between input parameters and 

predicted output value. Therefore, we identified the 

suitable parameters for prediction model through ISM 

[6] and proposed a neural based prediction model 

based on MLP which falls in the first category of 

prediction techniques i.e., analytical modeling. 
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3. Identification of Input Parameters 

Through ISM 

The accuracy of any prediction model significantly 

depends on the input parameters that are fed into the 

network to produce the output. To solve the issue, 

firstly, various related parameters are identified which 

may affect the output of prediction model. Secondly, 

redundancy is found out between parameters through 

correlation. Thirdly, some variables are removed that 

have minor predictive control. Various parameters are 

identified from literature that are desirable for 

prediction model and listed in Table 1 [12]. 

Table 1. Parameters of a prediction model for execution time 

Prediction. 

S. No Parameter Notation Source 

1 Task Workload I1 [3, 5, 21] 

2 CPU Cores I2 [12] 

3 CPU Capacity I3 [12] 

4 CPU Speed I4 [3] 

5 CPU Usage I5 [3] 

6 Memory Usage I6 [3] 

7 Disk Throughput I7 [12] 

8 Network Throughput I8 [21] 

9 Processing Element I9 [3] 

10 Cost I10 [4] 

11 Bandwidth I11 [12] 

12 Resource Trust Value I12 [21] 

13 Virtual Machine I13 [21] 

14 Delay I14 [21] 

4. Methodology 

Here ISM approach is used to identify the input 

parameters that are fed into the prediction model for 

predicting task execution time.  

4.1. Interpretive Structural Modeling (ISM) 

Approach 

ISM is an interpretive approach which is used to 

understand the relationship between various 

parameters associated with the framework [6]. ISM 

provides a structured model for classification of 

various parameters based on four factors: 

 Autonomous factors-These factors are considered as 

disengaged from the system or having no 

importance for the framework. Parameters having 

less Driving Power (DrP) and less Dependence 

Power (DeP) comes in this category. 

 Dependent factors- These parameters don’t affect 

others but depends on performance of other 

parameters. The Parameters having less DrP but 

high DeP comes in this category. 

 Linkage factors- The Parameters having high DrP 

and high DeP comes in this category. 

 Driving factors- The Parameters having high DrP 

but less DeP comes in this category. 

To classify the parameters in these four categories, 

following are various steps that are followed in ISM 

approach: 

1. Identify various parameters through literature that 

are relevant to the issue. 

2. Establish the relative relationship among the 

parameters identified in previous step. 

3. Develop the Structural Self Interaction Matrix 

(SSIM) for selected parameter. 

4. Develop the reachability matrix and check for the 

transitive dependency among parameters, and 

convert into final reachability matrix. 

5. Final reachability matrix is partitioned into different 

levels based on intersection of Reachability set and 

Antecedent set. 

6. Draw the ISM model based on parameters levels 

and final reachability matrix. 

7. Identify the cluster for each parameters based on 

DrP and DeP. 

The detail working of each ISM step is described in the 

proposed section. 

4.2. Execution Time Prediction Model  

After selecting the appropriate inputs, a prediction 

model is proposed for PET of tasks. Various machine 

learning based prediction techniques are used in cloud 

computing environment LR [17], SVM [14] and ANN 

[2]. The neural based machine learning technique, used 

here, is suitable for unknown pattern of resource usage 

in cloud environment. We use following model and 

algorithm for predicting and training the model 

 Multi Layer Perceptron-Artificial Neural Network 

(MLP-ANN) model [18]. 

 Back-propagation algorithm [7]. 

Further, the proposed prediction model is validated 

using K-Fold Cross Validation approach [19] to train 

and test the model on independent data sets. To 

validate the prediction model various statistical metrics 

are used that are described in subsequent section. 

4.2.1. Multilayer Perceptron-Artificial Neural 

Networks (MLP-ANNs) Mode 

ANNs are computing systems that are inspired by the 

biological neural networks that comprise animal 

brains. The MLP-ANNs are computational models 

which are used to find patterns between inputs and 

outputs. MLP is a class of ANN which consists of a 

series of layers. The MLP-ANNs are computational 

models which are popular means to model complex 

relationships between inputs and outputs and to find 

patterns. In supervised learning the MLP class of 

neural networks requires a set of training samples 

which are used to infer a classifier to predict a correct 

output value. The MLP uses various supervised 

learning techniques, for example back propagation, 
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Ant Colony Optimization (ACO), Genetic Algorithm 

(GA) to train the MLP model. These techniques are 

used to train the MLP model by using various training 

data set to predict the correct output value. 

4.2.2. Back Propagation Algorithm 

Back propagation algorithm is used to train the MLP 

model [22]. Each input data is multiplied with weight 

to enter into the hidden layer. The output layer 

produces output through neurons of hidden layer. The 

output layer uses sigmoid function to calculate the 

activation function. At last, an error is calculated which 

is difference between actual and predicted output 

value. The measured error is propagated back to update 

the weight values to minimize the future error. The 

Error Function (dError) can be represented as a 

product of Activation Function (Acti-funi), Weight 

from Neuron i to j (Wgtij), and Sum of weighted 

weights (Sum-wgti) according to Equation (1) 

dError

 dWgtij
=

dError

dActi_funi
∗

dActi_funi

dSum_wgti
∗

dSum_wgti

dWgtij
  

4.3. Evaluation Criteria 

We validate the accuracy of the prediction model by 

using various statistical metrics: Mean Percentage 

Error (MRE), Root Mean Square Deviation (RMSD), 

Mean Magnitude Relative Error (MMRE), Mean 

Magnitude Relative Error to Estimate (MMER), and 

Mean of Balanced Relative Error (MBRE).  

4.3.1. Mean Relative Error (MRE) 

The Mean Relative Error is calculated to predict the 

efficiency of proposed model. The MRE is calculated 

by using the Equation (2) 

𝑀𝑅𝐸 =
|AET−PET|

AET
  

Where AET is the actual execution time and PET is 

predicted execution time of executed task.  

4.3.2. Root Mean Square Deviation (RMSD) 

RMSD measures the standard deviation between actual 

and predicted execution time. RMSD is calculated by 

using the Equation (3) 

𝑅𝑀𝑆𝐸 = √∑ (𝑃𝐸𝑇−𝐴𝐸𝑇)𝑛
𝑖=1

𝑛

2

 

4.3.3. Mean Magnitude Relative Error (MMRE) 

MMRE is calculated by using Equation (4) 

𝑀𝑀𝑅𝐸 =
1

n
 ∑

|AET−PET|

AET

n
i=1 ∗ 100 

4.3.4. Mean Magnitude Relative Error to Estimate 

(MMER) 

MMER is calculated by using Equation (5)  

𝑀𝑀𝐸𝑅 =
1

n
 ∑

|AET−PET|

PET

n
i=1  

4.3.5. Mean of Balanced Relative Error (MBRE) 

 MBRE is calculated by using Equation (6)  

𝑀𝐵𝑅𝐸 =
1

n
 ∑

|AET−PET|

min(P−A)

n
i=1  

4.4. K-Fold Cross Validation Approach 

The cross validation approach is used for determine the 

accuracy of the trained model. In the proposed model, 

we applied K-fold cross validation method for 

estimating the model accuracy by using cross-val-score 

helper function of the scikit learn package. The sample 

data set fi (fi ϵ f1, f2,….fk) is divided into two parts. 

Single partition is used to predict the model accuracy 

and remaining k-1 partitions are used to train the 

model. The steps to perform K-Fold cross validation 

are as follows 

1. Divide the original sample data into K equal parts 

named as (fold1 (f1), f2 ...fk). here we consider k=5 

2. For each k: 

a. Keep the f1 as validation data set and remaining 

k-1 sets as training data set. 

b. Train the model using validation data set (f1) and 

calculated the accuracy of the prediction model. 

3. Calculate the model accuracy by averaging the 

accuracy of all k-1 folds cross partitions.  

5. Proposed ANN Based Prediction Model 

5.1. Problem Motivation 

Cloud computing allows users to access heterogeneous 

resources as per task requirement. The user submits 

tasks to cloud broker for execution. The cloud broker 

submits tasks to scheduler to select the suitable 

resource for execution. Before actual execution, task-

resource mapping is done based on the availability of 

resources. The scheduler uses several mechanisms to 

select appropriate resource for example execution time, 

cost, budget etc., Here, a prediction model is proposed 

to predict the task execution time for appropriate 

resource selection. The accuracy of prediction model 

majorly depends on the input parameters that are fed 

into the network to predict the output. Therefore, an 

ISM approach is used for classification and selection of 

input parameters instead of random selection.  

Let us formalize a set of Tasks T= (T1, T2, ….,Tn) 

and a set of cloud resources R= {R1, R2,…., Rn). Our 

aim is to predict the task execution time on each 

available resource Ri to select suitable resource for 

actual execution. From related work it is analyzed that 

prediction of accurate execution time results in 

improved performance in terms of throughput, 

response time, makespan and cost. To overcome the 

issues, an ANN based prediction model is proposed 

using some prior executions dataset referred as training 

data. The reasons for selection of ANN are as follows 

[2] 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 
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 Suitable for distributed and parallel architectures. 

 Self adaptive and flexible. 

 Training large amount of dataset. 

 Performance of model depends upon trained dataset. 

 Deal with non linear and complex data. 

To train the model, we use some of the prediction data 

for various tasks on a number of available 

heterogeneous resources. Remaining dataset is used for 

testing the prediction model. To check the model 

accuracy various statistical metrics are measured. 

5.2. Selection of Appropriate Input Parameters 

Based On ISM 

In this section, ISM approach is used for selecting the 

appropriate input parameters for prediction model. 

Various relevant parameters (I1, I2….I14) are found 

from literature as listed in Table 1. To form the SSIM, 

relative relationships among listed parameters are 

analyzed based on expert opinion. A questionnaire is 

designed to collect the feedback from experts and 

output is based on the maximum response for the 

parameters pair. Based on the relative relationship 

between parameters Ii and Ij, various symbols (V, A, X, 

O) have been placed in each cell. 

 V represents that parameter Ii influences Parameter 

Ij - unidirectional relation. 

 V represents that parameter Ij influences Parameter 

Ii - reverse unidirectional relation X represents that 

both parameters Ii and Ij, both influences each other-

bidirectional relation. 

 O represents that both parameters Ii and Ij, have no 

influence with each other-no relation. 

Based on these rules, SSIM is prepared and shown in 

Table 2. 

The SSIM is converted into initial reachability 

matrix by placing 1 or 0 in each cell based on 

following rules: 

 If (Ii, Ij) contains V, then 1 is placed in (Ii, Ij) cell 

and 0 is placed in (Ij, Ii) cell. 

 If (Ii, Ij) contains A, then 0 is placed in (Ii, Ij) cell 

and 1 is placed in (Ij, Ii) cell. 

 If (Ii, Ij) contains X, then 1 is placed in both cells 

(Ii, Ij) and (Ij, Ii) respectively. 

 If (Ii, Ij) contains O, then 0 is placed in both cells 

(Ii, Ij) and (Ij, Ii) respectively. 

The initial reachability matrix is converted into final 

reachability matrix by removing the transitive 

dependencies among parameters. The transitive 

dependency states that if parameter Ii is related to Ij, 

and Ij is related to Ik, then parameter Ii must be related 

to Ik. Table 3 shows the final reachability matrix for 

the selected parameters. 

Further reachability matrix is partitioned into 

different levels based on intersection of Reachability 

set (Ri) and Antecedent set (Ai). The Ri and Ai are 

measured from final reachibilty matrix. The Ri 

contains the parameters itself and the other parameters 

that it may affect. The Ai contains the attribute itself 

and the other parameters that may affect it. The final 

level partitioning is shown in Table 4. The hierarchal 

architecture and parameters diagraph are shown in 

Figures 1 and 2 respectively. 

Table 2. Structural Self Interaction Matrix (SSIM). 

Ii I14 I13 I12 I11 I10 I9 I8 I7 I6 I5 I4 I3 I2 I1 

I1 A A O X V X O O O X A A O  

I2 V X V V V A O V V V O V   

I3 V O X V V A O V A X A    

I4 V O O X V O O V O X     

I5 V O O O X A O X A      

I6 O O O O O X O V       

I7 O O O O O O X        

I8 O O O O O O         

I9 O O O V V          

I10 O A O O           

I11 O A O            

I12 O O             

I13 A              

I14               

               

Table 3. Final reachability matrix. 

Ii I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 I13 I14 DrP 

I1 1 1* 1* 1 1 0 0 1* 1* 1 1* 0 1* 0 10 

I2 1 1 1 1 1 1* 1* 1 1 1 1* 1* 0 1* 13 

I3 1 1* 1* 1 1 1* 1* 1 0 1 0 1 1 1 12 

I4 1 0 0 1 1 1* 1* 1 1* 1 1 1 1* 1 12 

I5 1 0 0 1* 1 0 1* 1 1* 1 1 1 0 1 10 

I6 1* 0 0 1* 0 1 1* 1 1* 1 1* 1 1* 1* 11 

I7 0 0 0 1* 1* 0 1 0 0 0 0 0 0 0 3 

I8 1* 0 0 1* 0 0 0 1 0 1 1* 0 0 0 5 

I9 0 0 0 1 1 0 1* 1* 1 1 0 1 1 1 9 

I10 0 0 0 1* 1* 0 0 1* 0 1 0 0 0 0 4 

I11 1* 1* 0 1* 1* 0 0 1* 0 1 1 1* 1* 1 10 

I12 0 0 0 0 0 0 1* 0 0 0 0 1 0 1* 3 

I13 1 0 0 1 1 0 1* 1* 1* 0 0 1* 1 1 9 

I14 0 0 0 0 1* 0 0 0 0 0 0 1* 0 1 3 

DeP 9 4 3 12 11 4 9 11 7 10 7 10 7 10  

Table 4. Final level partitioning. 

Parameter Ri Ai Ri∩Ai Level 

I1 
I1,I2,I3,I4,I5,I6,I8,I9, 

I11,I13 

I1,I2,I3,I4,I5,I6,I8,I9,I11,

I13 

I1,I2,I3,I4,I5,I6,I8,I9, 

I11,I13 
II 

I2 I2, I3 I2, I3, I11 I2, I3 VI 

I3 I3 I2, I3 I3 VI 

I4 
I1,I4,I5,I6,I7,I8,I9,I11, 

I13 

I1,I2,I3,I4,I5,I6,I7,I8,I9, 

I11,I13 

I1,I4,I5,I6,I7,I8.I9,I11, 

I13 
II 

I5 I5, I9, I11 I2, I3, I5, I9, I11, I13 I5, I9, I11 IV 

I6 I6, I11 I6, I11 I6, I11 IV 

I7 I4,I5,I7 I2,I3,I4,I5,I6,I7,I9,I12,I13 I4,I5,I7 II 

I8 I8,I11 
I2,I3,I5,I6,I8,I9,I11,I12,I1

3 
I8,I11 III 

I9 I5,I8,I9,I13 I1,I2,I3,I5,I6,I8,I9,I13 I5,I8,I9,I13 IV 

I10 I4,I5,I8,I10 
I1,I2,I3,I4,I5,I6,I8,I9,I10,

I11 
I4,I5,I8,I10 I 

I11 I2,I11 I2,I11 I2,I11 VI 

I12 I12 
I2, I3, I5, I6, I9, I11, I12, 

I13 
I12 III 

I13 I13 I2, I3, I6, I11, I13 I13 V 

I14 I5,I12,I14 
I2,I3,I4,I5,I6,I9,I11,I12, 

I13,I14 
I5,I12,I14 I 
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Figure 1. Hierarchical architecture. 

 
 

Figure 2. Parameters digraph. 

Figure 3 shows the ISM results which indicate that 

there is no autonomous parameter, it means that all the 

selected parameters have influenced on the system. 

The parameters CPU capacity (I3), CPU cores (I2), 

memory usage (I6), virtual machine (I13), bandwidth 

(I11), processing element (I9) are having high DrP. 

Network throughput (I8), cost (I10), disk throughput 

(I7), resource trust value (I12), and delay (I14) are 

dependent parameters and affect from the performance 

of other parameters. CPU speed (I4), task workload 

(I1), and CPU un-usgae (I5) are linkage parameters 

and having high DrP and DeP, therefore appropriate 

selection of these parameters will result in dynamic 

development of prediction model. 

 

Figure 3. Cluster matrix. 

5.3. Model Description 

The three parameters task workload (I1), CPU speed 

(I4) and CPU un-usage (I5) are selected as input 

parameters due to high predicting power of accurate 

output as measured through ISM approach. The GWA-

T-13 workload data set is used for training and testing 

the predicting model [11, 20]. The data set contains the 

values for various fields-Workload, CPU cores, CPU 

capacity provisioned, CPU speed, CPU usage, Memory 

provisioned, memory usage, disk throughput, network 

received and transmitted throughput. The description 

of selected input parameter is given in Table 5. The 

data is fed into the prediction model to predict the task 

execution time as Equation (7) 

𝑃𝐸𝑇 =
Workload

CPU Speed ∗ CPU usage
 

Table 5. Input data description. 

Input Data Notation Description 

Task Workload I1 Number of instructions of task 

CPU speed I4 Processing capability of CPU 

CPU usage I5 Percentage use of CPU 

The data is normalized and convert into linear form 

before feed into the network. To normalize and convert 

the equation into linear form, natural logarithm and 

coefficients are considered as shown in Equation (8). 

ln (PET) = ln A+ ln (I1 ) - ln (I4 * I5) 

ln (PET) = ln A+ ln (I1 ) - ln (I4) -ln (I5)  

The above equation into the neural network model 

form is as Equation (9) 

OPET= W0 + W1*I1’ +W2*I2’+W3*I3’  

Where OPET= ln (PET) 

I1’= ln (I1) 

I2’=- ln (I4) 

I3’= -ln (I5) 

W0= ln A 

W1=W2=W3=1 (initially) 

 Here, OPET is the PET of the neural model. I1’, I2’, I3’ 

are input values and W1, W2, W3 are the weight 

coefficients which are initialized to 1. The derived 

OPET value is compared with Actual Execution Time 

(AET) to measure the prediction error. The error 

should be minimized and propagated to update the 

weight values using Equations (10), (11), and (12). 
 

W1’=W1+e1  

W2’=W2+e1  

W3’=W3+e1  

Here e1 is the estimated error of the 1st round 

prediction. The whole process is repeated until we get 

the least optimized error for the given inputs. The 

network is trained using back-propagation algorithm in 

which error is measured and feed back through the 

neural layers. Figure 4 shows the proposed ANN based 

prediction model. 

(7) 

(8) 

(9) 

(12) 

(10) 

(11) 
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Figure 4. Proposed execution time prediction model. 

The model consist four input parameters, two 

hidden layer and a single output value. All inputs are 

fed to the hidden layer and interconnected to train the 

model for given data set. The hidden layer uses a 

sigmoid function which introduces the nonlinear 

behaviour of input dataset. The output layer produces a 

single value as PET on individual resource. The 

scheduler selects the resource which has least PET 

value for selected task. After training phase completed, 

the network is ready to predict the execution time of 

tasks. Testing data sets are fed to the network to 

predict the output. The whole procedure continues till 

the mean square error is close to zero or zero. The 

training steps are shown in Algorithm I. To measure 

the accuracy of model, MRE, RMSE, MMRE, MMER 

and MBRE is calculated.  

The results are compared with existing approaches 

to show the effectiveness of proposed model. 

6. Simulation and Results 

To verify the effectiveness of the proposed model, 

work is simulated on Python and results are compared 

with existing approach. Simulation is performed using 

windows 7 on Intel Pentium (B940/2 GHz) with 4 GB  

RAM and 500 MB HDD. For training and testing the 

prediction model, GWA-T-13 workload data set is 

used. From the collection of data sets, a subset of data 

is executed and records the actual execution time for 

training the model and remaining dataset is used for 

testing the model. Values and ranges of other 

parameters that are used in simulation are given in 

Table 6. 

Table 6. Values of various parameters. 

Type Parameter Range 

Machine learning 

Number of hidden layers 02 

Learning rate 0.01 

Number of training epochs 25000 

Weight values between connections Random 

Number of test data set 402 

Number of training data set 598 

Maximum iteration 1000 

Momentum rate 0.3 

Tasks Number of tasks 5000 

 Task workload 2-8 (MI) 

Resource Number of resource 70 

6.1. Experiment 1-Comparison between Actual 

and Predicted Execution Time 

The 60 percent subset of GWA-T-13 Materna 

workload data set is used for training the model, and 

remaining 40 percent data set is used for testing the 

prediction model. Figure 5 shows the graph between 

predicted and actual execution time with a step of 250. 

The graph shows that initially the difference between 

PET and AET is larger, but after few milliseconds of 

time, difference between both values is very low. We 

categorize the data set into five equal training parts and 

performed K-Fold Cross validation on each data set. 

The results of cross validation are shown in Table 7. 

 

Figure 5. Comparison between actual and predicted execution time. 

 

Table 7. Cross validation results. 

Metrics Training set Testing set(f1) Training set Testing set(f2) Training set Testing set(f3) Training set Testing set(f4) Training set Testing set(f5) 

MRE 6.07 13.01 8.3 4.1 8.2 4.33 6.7 10.4 7.9 5.48 

RMSE 18.4 11.81 15.15 12.63 6.48 14.79 17 12.16 8.64 14.25 

MMRE 0.13 0.06 0.04 0.09 0.043 0.09 0.104 0.07 0.055 0.07 

MMER 0.11 0.07 0.04 0.08 0.05 0.09 0.13 0.08 0.05 0.08 

MBRE 6.97 0.55 0.55 2.15 0.47 2.17 0.39 2.19 0.79 2.09 

6.2. Experiment 2-Comparison between 

Proposed and Existing approaches 

The proposed prediction model is compared with 

Chang et al. [3] and Linear regression [17]. Chang et 

al. [3] presented a prediction based resource selection  

 

technique. They achieved 15.49 % and 8.14% MRE 

while our proposed model reduces up to 7.46 % MRE, 

which is comparatively better than their results. 

Comparative analysis of prediction model with existing 

approaches in terms of MRE, RMSE, MMRE, MMER 
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and MBRE is shown in Table 8.  

Table 8. Comparative analysis of prediction model with existing 
approaches. 

Performance 

Metric 

Proposed Execution 

Model 

Chang et al. 

[3] 

Linear Regression 

[17] 

MRE 7.46 9.53 8.14 

RMSE 12.40 20.03 14.22 

MMRE 0.075 0.11 0.081 

MMER 0.076 0.126 0.106 

MBRE 0.0479 0.273 0.505 

Algorithm 1: Training Algorithm 

Input- Task (T) with Workload (WLD), CPU_Usage (CU), 

CPU_Speed (CS), and Resource (R)  

Output-Predicted Execution Time (OPET) for T on R 

1. Initialize the weights for all the inputs and set learning rate 

(0<ᾐ<1). 

2. repeat steps 3 to 10 

3. for each row of dataset, repeat step 4 to 9 

4. Compute the output as- 

OPET= ln A + W* ln (WLD) + (-1)( W * ln (CS) + W * ln 

(1-CU) 

5. Compute Error (E) = OAET1-OPET1 where OAET1= ln (AET) 

and OPET1= ln(PET) 

6. Update weights as follows-  

dw1 = ᾐ *  
𝑑𝐸

 𝑑𝑊𝑔𝑡𝑖𝑗
 , where 

𝑑𝐸

 𝑑𝑊𝑔𝑡𝑖𝑗
= 𝐸 ∗ 𝐼𝑛 (𝑊𝐿𝐷) 

dw2 = ᾐ *  
𝑑𝐸

 𝑑𝑊𝑔𝑡𝑖𝑗
 , where 

𝑑𝐸

 𝑑𝑊𝑔𝑡𝑖𝑗
= 𝐸 ∗ 𝐼𝑛 (𝐶𝑆) 

dw3 = ᾐ *  
𝑑𝐸

 𝑑𝑊𝑔𝑡𝑖𝑗
 , where 

𝑑𝐸

 𝑑𝑊𝑔𝑡𝑖𝑗
= 𝐸 ∗ 𝐼𝑛 (1 − 𝐶𝑈) 

7. Compute bias as 

db= ᾐ *  
𝑑𝐸

 𝑑𝑊𝑔𝑡𝑖𝑗
 

8. Update weight as- w1= w1+dw1; w2= w2+dw2; w3= w3+ 

dw3 

9. Update bias (b) as- b= b+ db 

10. Repeat the step until get the expected minimum Error 

7. Conclusions and Future Scope 

Most of the time prediction becomes an essential 

activity for dynamic resource provisioning, selection 

and scheduling. In this paper, a MLP-ANN based 

execution time prediction model for resource selection 

is proposed. The performance of any prediction model 

greatly depends on the input data that are fed as the 

input. Therefore, the input parameters are identified 

and verified by expert judgment and assessment is 

performed through ISM to provide interrelationship 

among selected parameters and build a hierarchical 

model. The parameters task workload (I1), CPU speed 

(I4), and CPU usage (I5) are found linkage parameters 

that have high DrP and DeP. It indicates these 

parameters are highly influenced parameters for the 

prediction model. The appropriate selection of these 

parameters will greatly affect the performance of the 

PET model. 

The identified parameters are fed as an input to the 

prediction model to predict the task execution time. 

The GWA-T-13 workload data set is used for training 

and testing the model. The model is compared with 

existing techniques and provides up to 21.72 % 

reduction in MRE. Further the model is validated using 

K-fold cross validation approach to check the 

effectiveness of proposed model for unknown data 

sets. In future, the model can be compared with other 

prediction techniques- recurrent neural network, 

decision trees, naïve bayes for up gradation. 
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