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Abstract: The Three-Dimensional (3-D) Otsu’s method is an effective improvement on the traditional Otsu’s method. 

However, it not only has high computational complexity, but also needs to improve its anti-noise ability. This paper presents a 

new Otsu’s method based on 3-D histogram. This method transforms 3-D histogram into a 1-D histogram by a plane that is 

perpendicular to the main diagonal of the 3-D histogram, and designs a new maximum variance criterion for threshold 

selection. In order to enhance its anti-noise ability, a method based on geometric analysis, which can correct noise, is used for 

image segmentation. Simulation experiments show that this method has stronger anti-noise ability and less time consumption, 

comparing with the conventional 3-D Otsu’s method, the recursive 3-D Otsu’s method, the 3-D Otsu’s method with SFLA, the 
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1. Introduction 

Image segmentation is one of the most important 

branches in digital image processing [8]. It is useful in 

distincting objects from background in digital images. 

So far, there are a variety of image segmentation 

methods [1, 9]. Automatic threshold selection is widely 

prevalent in all existing segmentation techniques due 

to its simplicity, accuracy and robustness. Threshold 

segmentation methods can be divided into two 

categories:  

1. The global threshold which selects a single 

threshold from the image histogram.  

2. The local threshold, computing an independent 

threshold for each pixel on a local window that is 

locally binarized. Although the global threshold is 

simple and effective, there is a drawback that relies 

on uniform illumination. The local threshold method 

is effective for non-uniform illumination image, but 

it is computationally complex and slow to run [15]. 

In global threshold techniques, Otsu’s method is one of 

the best methods for image segmentation. Its global 

threshold is chosen according to the maximum 

between-class variance of histogram [7]. However, 

Otsu's method uses only one-dimensional histograms 

of images, ignoring the spatial correlation of pixels in 

the image. So, when the image contains noise, it is not 

easy to get effective segmentation. For this reason, Liu 

et al. [9] extended the 1-D histogram to a 2-D 

histogram [5], the gray information of each pixel is 

combined with the spatial related information in its 

neighborhood to propose a 2-D Otsu’s method. 2-D 

Otsu’s method obtains more satisfactory results, 

because the 2-D histogram not only utilizes the gray 

value distribution of the image, but also the spatial 

correlation of pixels in the neighborhood. The 

traditional 2-D Otsu’s method assumes that the sum of 

the probabilities of the diagonal quadrants is 

approximately one and ignores the points in the second 

and third quadrants close to the diagonal, resulting in 

inaccurate segmentation. 

As the noise increases, the performance of 2-D 

Otsu’s method unceasingly decreases. Therefore, based 

on the median gray value, Jing created Three-

Dimensional (3-D) histogram and proposed 3-D Otsu’s 

method [6]. As we all know, mean filter and median 

filter can effectively eliminate noise. Therefore, 3-D 

Otsu’s method performs better than 2-D Otsu’s method 

for low contrast and Peak Signal-To-Noise Ratio 

(PSNR) images. However, due to the introduction of 

median information, its computational complexity is 

sharply increased. In response to this shortcoming, 

several improved methods have been proposed. Jing 

proposed a recursive algorithm to reduce the 

computational complexity from O (L6) to O (L3) [6]. 

Based on this result, Fan revised the recursive formula 

and derived a fast iterative algorithm, which remains 

complexity of computation in O (L3) and reduces the 

operation time dramatically [4]. Wang proposed a 

threshold selection method based on Shuffled Frog 

Leaping Algorithm (SFLA) to accelerate the original 

3-D Otsu’s method [16]. Sthitpattanapongs a proposed 

a method that independently selects each threshold 

component in the threshold vector instead of a 

threshold vector as a whole to reduce the 
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computational complexity from O (L6) to O (L) [13]. In 

addition, like 2-D Otsu’s method, 3-D Otsu's method 

only considers two cuboid regions diagonally in the 

threshold calculation and ignores the target points and 

background points in other areas around the diagonal. 

Therefore, the segmentation results are not accurate 

enough.  

A lot of methods have been presented to improve 

the segmentation accuracy of 2-D Otsu’s method. Fan 

proposed a curve threshold segmentation method and 

divided 2-D histogram into two regions by a curve [3]. 

Wu proposed 2-D histogram oblique segmentation 

method, that used four paralleled oblique lines to 

divide the histogram into noise, edge and inner parts, 

and select threshold based on the oblique lines 

perpendicular to the main diagonal [17]. By 

establishing a line intercept histogram and finding the 

optimal intercept threshold based on this histogram, 

Zhi-yong et al. [19] proposed line intercept histogram 

based Otsu's method [11, 19]. All these methods spent 

less time and performed much better than 2-D Otsu’s 

method. Similar methods applied to 3-D Otsu’s method 

are expected to obtain better segmentation 

performance. Inspired by Otsu's method based on line 

intercept histogram [19], in this paper, we proposed a 

Otsu’s method which uses a plane intercept histogram 

to select the threshold, reducing the computational 

complexity from O(L6) to O(L). And then segmented 

images according to geometric analysis, in order to 

obtain more accurate results and improve segmentation 

effect. We call our method “Otsu’s method based on 

Plane Intercept Histogram and Geometric Analysis 

(PIHGA based Otsu’s method)”. Compared with the 

conventional 3-D Otsu’s method [6], the fast recursive 

3-D Otsu’s method [4], the fast 3-D Otsu’s method 

with shuffled frog-leaping algorithm [16], the 

equivalent 3-D Otsu’s method [13] and improved 3-D 

Otsu’s method [2], the proposed method can segment 

images with less computational cost and provide more 

satisfactory results for images with different noises. 

The structure of this article is as follows: Section 2 

introduces 3-D Otsu’s method. Section 3 describes in 

detail the PIHGA based Otsu’s method. Section 4 

shows the simulation results. And section 5 gives the 

conclusion. 

2. 3-D Otsu’s Method 

The gray level of M×N image is L, f (x, y) represents 

the gray value of the pixel (x, y). And g(x, y) is defined 

as its gray mean in the neighborhood of k×k centered 

on the pixel (x, y) 
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h(x, y) represents the median of the gray values of the 

pixel in the k×k neighborhood centered on the pixel (x, 

y), which is defined as: 
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According to Equations (1) and (2), L also represents 

the levels of g (x, y) and h(x, y). For each pixel, we 

construct a triplet (i, j, k) with its gray value, 

neighborhood mean, and neighborhood median. As 

shown in Figure 1-a), all three-tuples of the image 

define a 3-D histogram in a L×L×L cube. The number 

of occurrences of the triple (i, j, k) is denoted by cijk. 

Joint probability is defined as  
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 We select (s, t, q) as a set of segmentation thresholds 

shown in Figure 1 (b), (c) and (d), the 3-D histogram is 

divided into eight cuboid regions. Due to the strong 

correlation between pixels in the regions of object and 

background, the values of these three elements are very 

close. However, the three values of noise (or edge 

pixels) are obviously different. Based on the above 

analysis, the cuboid areas 0 and 1 can represent the 

object and the background area. Noise and edge areas 

can be represented by regions 2-7. In most cases, the 

edge pixel is a small part of the entire image. 

Therefore, the traditional 3-D Otsu’s method assumes 

that the probability of pixels appearing in the 

rectangular region 2-7 is approximately equal 0. The 

threshold vector is (s, t, q), and the probabilities of 

object and background can be expressed as 
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                         a) 3-D histogram.                                  b) Partition of 3-D histogram.                         c) Lower section of (b).                               d) Upper section of (b). 

Figure 1. 3-D histogram and its partition. 
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And the corresponding mean vectors are shown as  
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The total mean vector of the 3-D histogram is:  
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According to the assumption that the probabilities of 

pixels appear in the cuboid regions 2-7 are negligible, 

then 

0 1 1    

0 0 1 1T     
 

The between-class discrete matrix is: 
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The trace of sB can be expressed as 
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The optimal threshold vector (s0, t0, q0) is 
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3. Proposed Method 

3-D Otsu’s method provides better segmentation 

results than 2-D Otsu’s method, but it still has the 

following shortcomings:  

1. 3-D Otsu’s method is also based on just two cuboid 

regions along the diagonal in the threshold 

calculation, so that the segmentation result is not 

accurate enough.  

2. The introduction of the median of the neighborhood 

pixels sharply increases the computation 

complexity. In view of the above problems, some 

improvements are proposed to improve the 

performance of 3-DOtsu’s method. 

3.1. Plane Intercept Histogram Based Otsu 

Criterion 

As shown in Figure 2, 2-D Otsu’s method only 

considers the diagonal regions A and B, and ignores the 

off-diagonal regions C and D, which will lead to the 

loss of important information in the segmentation 

process. To overcome this shortcoming, Sahoo 

proposed used a threshold line (denoted by l in Figure 

2(a)) to partition 2-D histogram into two parts, which 

provided better segmentation [12]. However, this 

method may be very time-consuming, the 256×256 

histogram may be bisected by one of the 4×105 lines 

[11]. Based on these threshold lines, He et al. proposed 

a new Otsu’s method [19]. As shown in Figure 2(b), 

the new Otsu’s method considered the intercepts of 

line l perpendicular to principal diagonal as a new 

variable T, constructed its histogram and then selected 

the optimal threshold based on maximum variance 

criterion. 

 Figure 2. 2-D histogram and its improvement. 
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Figure 3. The new partition for 3-D histogram. 

Inspired by the principle of Otsu’s method based on 

line intercept histogram, this paper uses a faster and 

more efficient method to partition 3-D histogram. 

From Figure 3, plane α that perpendicular to main 

diagonal partitions the 3-D histogram into two regions, 

and its intercept is T. According to Otsu’s method 

based on line intercept histogram, we consider T=i+j+k 

as a new variable. cT denotes the number of occurrence 

of T, and the corresponding occurrence frequency is 

denoted by pT which can be expressed as 
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M×N indicates the size of the image, and 
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Then we can easily establish a new histogram based 

on T and pT, and we name it as ‘plane intercept 

(6) 
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(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

a) Traditional partition method. b) Improved partition method. 



Otsu’s Thresholding Method Based on Plane Intercept Histogram and Geometric Analysis                                                     695 

histogram’. Therefore, each bin in a plan intercept 

histogram comes only from one of the intercept planes 

in the 3-D histogram. In this way, the 3-D histogram 

was reduced to a 1-D histogram with variable T. Figure 

4 illustrates an example of plane intercept histogram. 

In Figure 4, the size of the noise-damaged Lena image 

is 512×512. And the size of the neighborhood is 3×3. 

In image segmentation, we adopt the threshold 

criterion similar to 1-D Otsu’s method to obtain 

threshold T, i.e.,  
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a) Lena corrupted with noises.                b) Plane intercept histogram of (a). 

Figure 4. Lena corrupted with noises and its plane intercept 

histogram. 

From Figure 3, we know that the plane intercept 

histogram considers all the pixels in the image, and can 

avoid ignoring important information. The plane 

intercept histogram is a 1-D histogram, and its 

computational complexity is only O(L). Although the 

computational complexity of equivalent 3-D Otsu’s 

method is also O(L) [14], it needs to establish three 1-

D histograms and selects three thresholds from these 

histograms, respectively. So the operation time of the 

Otsu’s method based on plane intercept histogram is 

dramatically reduced. In addition, Otsu’s method based 

on plane intercept histogram does not need additional 

space, which is essential for recursive algorithms such 

as recursive algorithm [6] and its revision [4]. 

3.2. Geometric Analysis Based Method for 

Image Segmentation  

As shown in Figure 1(b), (c) and (d), 3-D histogram is 

divided into eight cuboid regions by a threshold vector 

(s, t, q) in the traditional 3-D Otsu’s method. It treats 

region 0 as the object and region 1 as the background, 

ignoring the regions 2-7. It segments the image by the 

formula expressed as follows: 

0, , ,
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i s j t k q
bim i j k
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The conventional 3-D Otsu’s method ignores the 

regions 2-7, which may contain important information, 

resulting in the dissatisfaction of the segmentation. For 

example in Figure 5, the point P located in region 2, 

whose gray value, neighborhood mean and 

neighborhood median are denoted by fP, gP and hP, 

respectively. Obviously, both gP and hP are much 

smaller than fP, so P may be a noise point in the object 

region. According to Equation (16), point P will be 

classified into the background region, it will still be a 

noise point in the segmented image. 
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Figure 5. Ignored regions by 3-D Otsu's method. 

In order to overcome this problem and make the 

segmentation results more accurate, we analyzed the 

geometric histogram that shown in Figure 5 and 

proposed a new method for image segmentation, which 

we named it “Geometric analysis based method for 

image segmentation”. Therefore, we need to analyze 

the shadow regions 2-7. We use Disij, Disik, Disjk and 

Rm to denote i j , i k , j k and region m 

(m=2,...,7), respectively. For a point (i, j, k) in Rm, we 

classify it according to the following algorithm: 

Algorithm 1. Noise point classification algorithm 

If (Disij> Disjk & Disik> Disjk), the point (i, j, k) is likely to be in 

R2 or R7. So we let i=
2

j k . 

If (Disik> Disij & Disjk> Disij), the point (i, j, k) is likely to be in 

R3 or R6. We let k=
2

i j . 

If (Disij> Disik & Disjk> Disik), the point (i, j, k) is likely to be in 

R4 or R5. And we let j=
2

i k . 

The gray value, neighborhood mean and neighborhood 

median of these points located in other regions (such as 

regions 0 and 1 in Figure 1) are very close to each 

other. So the effect of the replacement as the above 

algorithm is negligible. Based on the analysis above, a 

new method for image segmentation can be proposed 

as follows: 

(15) 

(16) 
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Obviously, the points located in those regions may 

apply to one of the circumstances above. 

4. Experiments and Discussion 

In order to demonstrate the performances of our 

method, compare it with the conventional 3-D Otsu 

method [6], the recursive 3-D Otsu’s method [4], the 3-

D Otsu’s method with SFLA [16], the Equivalent 3-D 

Otsu’s method [13] and the improved 3-D Otsu’s 

method [2]. This section contains four parts: in the first 

subsection, two widely used evaluation measures were 

introduced to estimate the performances of the 

methods above; in the second subsection, we used 

these methods to segment images corrupted with 

different noises, and compared their performances; in 

the third subsection, stability of these methods was 

analyzed; in the fourth subsection, the efficiency of 

these methods was compared. All the relevant 

experiments were implemented in Matlab R2009b on a 

PC with 2.7 GHz Pentium(R) CPU and 2.0 GB RAM, 

under Windows XP Operating system. 

4.1. Performance Evaluation 

Researchers believe that efficient segmentation should 

yield high intra-region uniformity and accurately 

classified images. Therefore, two widely used 

objective measures, Intra-Region Uniformity (IRU) 

[10, 18] and Misclassification Error (ME) [13, 14], are 

used to evaluate the quality of segmentation. The first 

measure, IRU, is based on the sum of the variances of 

the regions in the segmented image. Its normalized 

value can be computed by 
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Where μi is the average gray level of the ith region Ri, 

H is the number of regions. The total number of pixels 

in the image is M×N. fmax and fmin represent the 

maximum and minimum gray levels of the image, 

respectively. The closer to 1 IRU is, the more 

uniformity of segmentation is. 

The second measure, ME, reflects the number of 

wrongly assinged both foreground pixels in 

background and background pixeels in foreground. ME 

can be simply expressed as 

1 O T O T

O O

B B F F
ME

B F


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Where FO and BO represent the foreground and 

background of the original image, and FT and BT 

denote the foreground and background of the 

segmented image. *  is the cardinality of ‘*’. 

Obviously, the closer to 0 ME is, the more accuracy of 

segmentation is. 

4.2. Comparison with Other 3-D Otsu’s 

Methods 

To testify the effect of our method, we test its 

segmentation effect under the conditions of different 

noises. Lena and Peppers are damaged with different 

kinds of noise, used as test images shown in Figure 6. 

Since the 3-D Otsu’s method with SFLA and the 

recursive 3-D Otsu’s method are both fast 

implementation methods of the conventional 3-D 

Otsu’s method. Their segmented results are the same 

as the conventional 3-D Otsu’s method. So we only 

compared the PIHGA based Otsu’s method with the 

conventional 3-D Otsu’s method, the equivalent 3-D 

Otsu’s method and the improved 3-D Otsu’s method. 

The results of these methods were shown in Figures 7, 

8, 9, and10.  

From Figures 7, 8, 9, and 10, we know that the 

results obtained from the equivalent 3-D Otsu’s 

method, the improved 3-D Otsu’s method and the 

proposed method are better than those obtained from 

the conventional 3-D Otsu’s method. The results 

obtained from the equivalent 3-D Otsu’s method and 

the improved 3-D Otsu’s method are relatively close, 

and PIHGA based Otsu’s method obtains the best 

results.  

In Table 1, the IRU value of PIHGA based Otsu’s 

method is higher than other methods, and its ME value 

is lower than others’ values. According to Table 1 and 

the segmented images in Figures 7, 8, 9, and 10, we 

can conclude that PIHGA based Otsu’s method has the 

best segmentation results. 

 
 

a) Gaussian noise.                       b) Salt-and-pepper noise.      c) Mixed Gaussian and 

                                                                                                       Saltand-pepper noise. 

Figure 6. Images corrupted with noises. 

(17) 

(18) 

(19) 
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a) Gaussian noise.                 b) Salt-and-pepper noise.       c) Mixed Gaussian and    

                                                                                                Saltand-pepper noise. 

Figure 7. Segmented images using conventional 3-D Otsu’s 

method. 

 
a) Gaussian noise.                b) Salt-and-pepper noise.      c) Mixed Gaussian and  

                                                                                                Saltand-pepper noise.         

Figure 8. Segmented images using equivalent 3-D Otsu’s method. 

 
a) Gaussian noise.               b) Salt-and-pepper noise.        c) Mixed Gaussian and 

Saltand-pepper noise. 

Figure 9. Segmented images using improved 3-D Otsu’s method. 

 
a) Gaussian noise.                 b) Salt-and-pepper noise.       c) Mixed Gaussian and 

Saltand-pepper noise. 

Figure 10. Segmented images using PIHGA based Otsu’s method.

Table 1. Segmentation performances of different methods. 

Methods Images 
Salt-and-pepper noise Gaussian noise Mixed Gaussian and Salt-and-pepper noise 

IRU ME IRU ME IRU ME 

Conventional 3-D 

Otsu’s method 

Lena 0.9829 0.0350 0.9676 0.2395 0.9672 0.2477 

Peppers 0.9827 0.0306 0.9636 0.1959 0.9624 0.2021 

Equivalent 3-D 

Otsu’s method 

Lena 0.9839 0.0236 0.9742 0.1900 0.9708 0.2251 

Peppers 0.9836 0.0222 0.9746 0.1194 0.9730 0.1283 

Improved 3-D 

Otsu’s method 

Lena 0.9843 0.0232 0.9757 0.1575 0.9746 0.1669 

Peppers 0.9842 0.0157 0.9792 0.0888 0.9757 0.1090 

PIHGA based 

Otsu’s method 

Lena 0.9855 0.0151 0.9800 0.1289 0.9793 0.1356 

Peppers 0.9863 0.0129 0.9818 0.0708 0.9808 0.0771 

 

4.3. Stability of Various Methods 

In this subsection, we test robustness of those methods 

under noisy conditions. We selected House and 

Cameraman as our test images. We added Salt-and-

pepper noise to House to generate 10 images with 

intensity δ varies from 0.01 to 0.1, and added Gaussian 

noise to Cameraman to generate the other 10 images 

with variance σ2 varies from 0.01 to 0.1. The test 

images are shown in Figures 11, and 12. Figures 13 

and 14 show the graphs of different segmentation 

methods. According to the graphs, IRU values of each 

method decreased with the increase of δ, while ME 

values of each method increased with the increase of 

σ2. The higher the IRU values and the lower the ME 

values, the better the threshold image is. Both IRU and 

ME values of PIHGA based Otsu’s method are better 

than others’ values. Compared with other methods, the 

IRU and ME values of PIHGA based Otsu’s method 

changed much slower, which means that it is more 

robust. 

 

4.4. Computational Complexity Analysis 

In many tasks of image processing, the time cost must 

be considered as an important performance index. The 

computing time also becomes an important influence 

factor for thresholding method that used widely. We 

use Lena, Peppers, House and Cameraman images of 

various sizes, and the sizes of these images vary from 

100×100 to 1000×1000. Table 2 shows the processing 

time required by each method on these images. The 

computational complexity of the conventional 3-D 

Otsu’s method is O(L6), where L is the number of 

imge’s gray levels. While the computational 

complexity of the recursive 3-D Otsu’s method and 

that of the improved 3-D Otsu’s method are O(L3); the 

computational complexity of the equivalent 3-D Otsu’s 

method and that of the PIHGA based Otsu’s method 

areO(L). 
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a) δ=0.01. 

 
b) δ=0.02. 

 
c) δ=0.03. 

 
d) δ=0.04. 

 
e) δ=0.05. 

 
f) δ=0.06. 

 
g) δ=0.07. 

 
h) δ=0.08. 

 
i) δ=0.09. 

 
j) δ=0.10. 

Figure 11. House images corrupted with salt-and-pepper noise, from δ = 0.01 to δ = 0.1. 

 
a) σ2=0.01. 

 
b) σ2=0.02. 

 
c) σ2=0.03. 

 
d) σ2=0.04. 

 
e) σ2=0.05. 

 
f) σ2=0.06. 

 
g) σ2=0.07. 

 
h) σ2=0.08. 

 
i) σ2=0.09. 

 
j) σ2=0.10. 

Figure 12. Cameraman images corrupted with Gaussian noise, from σ2 =0.01 to σ2=0.1. 

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11
0.984

0.985

0.986

0.987

0.988

0.989

0.99

0.991

0.992

δ

IR
U

 

 
Conventional 3-D Otsu's method

Equivalent 3-D Otsu's method

Improved 3-D Otsu's method

PIHGA based Otsu's method

0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.1 0.11
0

0.01

0.02

0.03

0.04

0.05

0.06

δ

M
E

 

 

Conventional 3-D Otsu's method

Equivalent 3-D Otsu's method

Improved 3-D Otsu's method

PIHGA based Otsu's method

 
a) IRU.                                                                                                                           b) ME. 

Figure 13. IRU and ME for thresholding of House with Salt and Pepper noise under different δ. 
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a) IRU.                                                                                                                           b) ME. 

Figure 14. IRU and ME for thresholding of cameraman with gaussian noise under different σ2. 

Table 2. Computing time (unit in seconds) between the proposed methods and the other five 3-D Otsu’s methods. 

Methods Images 
Size (M×M) 

M=100 M=200 M=300 M=400 M=500 M=600 M=700 M=800 M=900 M=1000 

Conventional 3-D 

Otsu’s method 

Lena 264.2891 271.1765 274.5228 278.7646 283.2666 284.7564 287.7360 286.8234 291.2305 293.4535 

Peppers 268.5245 273.3606 276.4884 280.2840 283.8984 286.2462 289.4739 290.5277 292.5909 294.0463 

House 268.3997 274.1484 276.1062 277.4868 280.6614 284.4132 287.1900 287.3460 290.6614 293.5783 

Cameraman 274.5930 281.7222 279.9828 281.8860 284.9670 286.1214 288.9841 291.6049 295.9963 297.0103 

Recursive 3-D 

Otsu’s method 

Lena 22.7465 22.8471 23.8037 25.1234 26.9976 28.9476 30.9722 34.0356 36.7024 39.8478 

Peppers 23.2441 23.8448 24.7106 26.0522 27.5108 29.5622 31.9646 34.5542 37.5962 40.9893 

House 21.4501 21.9337 22.6591 24.0866 25.7090 27.5420 29.9288 32.4248 35.5760 38.9222 

Cameraman 22.8463 23.4626 24.6092 25.7948 27.5342 29.4530 31.7618 34.5230 37.6430 40.8879 

3-D Otsu’s 

method with 

SFLA 

Lena 18.2677 18.6499 19.5079 21.0367 22.9789 24.9836 27.3236 30.0068 32.9552 36.3872 

Peppers 18.1975 18.8215 19.7497 20.9041 22.5187 24.5000 26.9492 29.5778 32.6822 36.6680 

House 18.3769 18.8371 18.9541 20.1163 21.7231 23.6810 26.9492 28.8602 31.7306 35.3420 

Cameraman 17.9947 19.2505 19.5937 20.4361 22.0273 23.9618 26.3798 28.8836 31.8788 35.4122 

Equivalent 3-D 

Otsu’s method 

Lena 0.3042 0.7098 1.5678 2.7768 4.3134 6.2322 8.5411 11.1307 14.1181 17.4097 

Peppers 0.2964 0.7149 1.5912 2.8236 4.4304 6.3024 8.5645 11.4037 14.4223 17.9635 

House 0.3042 0.7566 1.6146 2.8548 4.4538 6.4116 8.7985 11.4037 14.2819 17.7139 

Cameraman 0.2496 0.7254 1.5990 2.8158 4.3914 6.3726 8.6503 11.2711 14.3131 17.8387 

Improved 3-D 

Otsu’s method 

Lena 22.2691 22.7137 23.5406 24.7106 26.3252 28.3064 30.5684 33.1502 36.2858 39.5463 

Peppers 23.0952 23.6164 24.1802 26.0210 27.4640 29.4998 31.8320 34.4258 37.4132 40.7709 

House 20.5203 21.8167 21.8167 23.6888 25.2566 27.1442 29.4842 32.0660 35.0690 38.3684 

Cameraman 22.1895 23.5406 24.3830 25.5374 27.1676 29.3750 31.5434 33.6728 36.6290 40.0377 

PIHGA based 

Otsu’s method 

Lena 0.2652 0.7722 1.6926 3.0108 4.6410 6.6690 9.1183 11.8639 15.0307 18.6889 

Peppers 0.2574 0.7428 1.7004 2.9874 4.6722 6.7080 9.1807 11.9731 15.1555 18.6967 

House 0.2418 0.7685 1.6848 2.9952 4.6332 6.6378 9.0793 11.9029 15.1399 18.7123 

Cameraman 0.2262 0.7800 1.7238 2.9889 4.6722 6.7158 9.1183 11.9731 15.1789 18.5563 

 

From Table 2, we can see that the time required by 

the recursive 3-D Otsu’s method and the improved 3-D 

Otsu’s method is less than it required by the 

conventional 3-D Otsu’s method. Due to the avoidance 

of exhaustive search, the time required by the 3-D 

Otsu’s method with SFLA is also less than it required 

by the conventional 3-D Otsu’s method. In addition, the 

time required by the equivalent 3-D Otsu’s method and 

the PIHGA based Otsu’s method are less than that 

required by the others. The Equivalent 3-D Otsu’s 

method and the PIHGA based Otsu's method use 

Equations (16) and (17) respectively to segment the 

image. Compared with Equations (16), and (17) needs 

to correct the pixels. And with the increase of the image 

size, the number of pixels to be corrected is also more. 

So the time consumption increases as the image size 

increases. Hence, the time required by PIHGA based 

Otsu’s method is slightly more than it required by the 

equivalent 3-D Otsu’s method when the sizes of the 

images are greater than 200×200. 

5. Conclusions 

In this paper, we proposed a PIHGA based Otsu’s 

method that aiming to alleviate the drawbacks of the 

traditional 3-D Otsu’s methods. In the proposed 

method, we first transform the 3-D histogram into 1-D 

histogram by using plane intercept; and then segment 

the image according to the variance-based thresholds. 

In addition, a geometric analysis based method was 

proposed to enhance the performance of segmentation 
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against noises. Images with various noises are used to 

evaluate the performances of the proposed method.  

Experimental results show that the proposed method 

significantly outperforms other 3-D Otsu’s methods, 

and remains robust against noise. The computational 

complexity of the proposed method is lower than most 

of the other 3-D Otsu’s methods while providing 

similar or better results. However, it can be seen from 

the segmentation results that its anti-noise ability still 

needs to be improved. In addition, an image often 

contains several objects, so the multi-level threshold 

extension of this method is worthy of further study. 
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