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Abstract: In recent years, there has been an increased scope for assistive software and technologies, which help the visually 

impaired to perceive and recognize natural scene images. In this article, we propose a novel saliency cuts approach using 

local adaptive thresholding to obtain four regions from a given saliency map. The saliency cuts approach is an effective tool 

for salient object detection. First, we produce four regions for image segmentation using a saliency map as an input image and 

applying an automatic threshold operation. Second, the four regions are used to initialize an iterative version of the Grab Cut 

algorithm and to produce a robust and high-quality binary mask with a full resolution. Lastly, based on the binary mask and 

extracted salient object, outer boundaries and internal edges are detected by Canny edge detection method. Extensive 

experiments demonstrate that the proposed method correctly detects and extracts the main contents of the image sequences for 

delivering visually salient information to the visually impaired people compared to the results of existing salient object 

segmentation algorithms. 
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1. Introduction 

The task of accurately detecting the most visually 

significant foreground object in natural scene images 

salient object detection, has found a wide range of 

applications in computer vision and drawn a 

substantial amount of research interest [7]. The task is 

universally used as a first processing step in computer 

vision field including image and video compression, 

image retargeting, image retrieval, object-of-interest 

image segmentation, object recognition, content-aware 

image editing, sensation enhancement, image 

classification. Extracting salient objects is also crucial 

to generate tactile representation for the visually 

impaired to help them clearly understand important 

visual information contained in images. Salient object 

detection mainly consists of two steps -saliency map 

generation and saliency cuts. In the first step, a pixel- 

or region-level saliency map is generated, in which 

each pixel or region is assigned with a value 

proportional to its saliency. In [17], we presented a 

saliency detection method to produces a saliency map. 

Saliency cut is a binarization process to find a binary 

mask for salient objects using the saliency maps as its 

input. 

We proposed novel automatic object segmentation 

method using local adaptive thresholding to estimate 

three different threshold values for each pixel to 

segment the image into four regions using local 

neighboring pixel information utilizing integral images 

[20]. The threshold values are fed into Grab Cut 

algorithm [18] as seed to generate binary mask 

indicating the region of the salient object. For clearer 

tactile representation, outer contours and inner edges of 

the region is isolated in the final step. 

The main contributions of the proposed method are 

summarized as: 

 Extraction of salient regions from a saliency map 

using adaptive triple thresholding and the Grab Cut 

algorithm. 

 Combination of the Grab Cut algorithm with the 

generated four-region seeds to refine the 

segmentation results. 

 Processing of the extracted salient region suitable 

for the assistive technology system [11] for the 

visually impaired, allowing them to easily perceive 

and recognize natural scene images. 

2. Literature Review 

Saliency models based on bottom-up approach convert 

natural scene images into saliency maps, where each 

pixel, superpixel, or region is assigned with a saliency 
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value or probability [15]. These methods apply image 

segmentation techniques (e.g., graph-based [9], mean 

shift [8], or superpixels [1]) to the input image and 

segment homogeneous regions to extract their feature 

statistics to detect salient regions. Cheng et al. [7] 

demonstrate two saliency models: Histogram-Based 

Contrast (HC), which assigns a pixel-wise saliency 

value, and Region-Based Contrast (RC), which 

incorporates spatial relations at the cost of reduced 

computational efficiency. Zhou et al. [22] combine 

widely used contrast measurements, namely, center-

surround, corner-surround, and global contrast to 

detect visual saliency.  

Another popular approach is saliency object 

detection methods based on deep Convolutional Neural 

Networks (CNNs). Lee et al. [12] introduce the 

Encoded Low-Level Distance Map (ELD-map), which 

directly encodes the feature distance between each pair 

of superpixels in an image. The encoded feature 

distance map has a strong discriminative power to 

evaluate similarities between different parts of an 

image with precise boundaries among superpixels. Liu 

and Han [14] demonstrate an end-to-end saliency 

detection model to detect salient objects with a new 

hierarchical refinement model, which can refine 

saliency maps hierarchically and progressively to 

recover image details by integrating local context 

information without using over-segmentation methods. 

In recent, approaches using saliency cuts have been 

widely explored, as these methods focus on providing 

a binary mask of salient objects with the aid of a 

saliency map. Saliency cuts automatically segment a 

salient object from the background. With a saliency 

map input and using the iterative Grab Cut algorithm 

[18], we can extract a precise image mask [7, 10, 13, 

18]. Fu et al. [10] modify the graph cut method by 

exploring the effects of labels for graph-based 

segmentation. Aytekin et al. [3] propose a link between 

quantum mechanics and spectral graph clustering, 

referred to as Quantum Cuts, which forms a graph 

among superpixels extracted from an image, then 

optimizes a criterion related to the image boundary, 

local contrast, and area information. Mehrani and 

Veksler [16] exploit the standard features often used in 

vision based on factors such as color and texture. 

Properly normalized, these simple features yield 

performances superior to those of the methods based 

on hand-crafted features specifically designed for 

saliency detection. Li et al. [13] propose a saliency 

cuts approach using the Otsu thresholding technique 

and the Grab Cut algorithm. They improve the Otsu 

algorithm to calculate three level thresholds, and the 

saliency map is split into four regions using the three 

thresholds. 

We also surveyed relevant literature on global and 

local adaptive thresholding. AlSaeed et al. [2] proposes 

an unsupervised method of automatic thresholding, 

which is improved version of the most widely used 

Otsu’s global thresholding techniques. In contrast, 

local adaptive thresholding used for binarization can 

account for variations in illumination. Sauvola and 

Pietikinen [19] demonstrate adaptive document image 

thresholding, in which a page is considered a collection 

of subcomponents such as text, background, and 

picture. Bradley and Roth [5] propose real-time 

adaptive thresholding using an integral image of the 

input image. Another extension of Bradley’s algorithm, 

a new local adaptive thresholding technique, is 

proposed by Benny and Soumya [4]. They propose a 

hand-written character recognition system using a local 

thresholding method for binarization and a dynamic 

self-organizing feature map technique for classifying 

feature vectors extracted from characters. 

Visual information generation based on tactile 

graphics is one of the most important works since it 

can provide the visually impaired with graphic 

information. Jungil et al. [11] developed an education 

assistive technology system based on a graphic haptic 

electronic board. This system enables authoring, 

automatic image/graphic conversion, and real-time 

distribution of education materials for low-vision and 

blind students. Chen and Takagi [6] suggest a method 

for automatically translating hand-drawn maps into 

tactile maps using a pattern recognition technique for 

extracting and classifying objects in hand-drawn maps. 

Takagi and Chen [21] introduce a method for 

extracting character strings from scene images using 

edge detection, a morphology operator, and a fuzzy 

inference technique. The above works help the visually 

impaired to recognize important visual information 

from images and even enable them to walk more 

independently on the street. 

3. Proposed Method 

3.1. Overview 

Figure 1 illustrates the overall steps of the proposed 

saliency cuts method. 

 

1) Input natural scene image. 

 

2) Saliency map using our previous approach. 

 

3) Saliency cuts using local adaptive thresholding. 

 

4) Outer boundary and inner edge detection. 

Figure 1. The proposed method. 
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We first generate a saliency map from a natural 

scene image using our previous work [17]. Then we 

describe how an integral image is calculated a given 

saliency map image which is computationally effective 

pre-processing for the next step. We then obtain locally 

adaptive three-level threshold values based on 

comparison. Three threshold levels classify each pixel 

into one of four categories-certain background, 

probable background, probable foreground, and certain 

foreground, which are used as for types of seeds in the 

next step. The seeds are assigned as iterative variants 

in the Grab Cut method which to produce a full-

resolution binary mask. Finally, we detect the 

boundary and the inner edges of salient region to refine 

visually salient information for the visually impaired. 

We describe each step in detail in the following 

subsections. 

3.2. Saliency Map Generation 

In [17], we presented a method to generate saliency 

map. The step involves, first, contrast enhancement 

followed by segmentation with additional 

improvement using spatial prior and color space 

smoothing. The output of this step is a gray scale 

image in which the value of each pixel corresponds to 

the strength of saliency. The reader is referred to [17] 

for further details. 

3.3. Saliency Cuts Using Local Adaptive 

Thresholding 

3.3.1. Local Adaptive and Global Thresholding 

We briefly compare the local thresholding, which we 

employ, and the global thresholding before describing 

the method in detail in the following subsection. 

Global techniques assign one threshold to the entire 

image, while local adaptive thresholding techniques 

assign a varying threshold value to each pixel/region 

determined by neighboring pixels. Global binarization 

approaches are more adequate for images with uniform 

contrast distribution of background and foreground, 

such as single-object or bi-modal histogram images. 

However, in complex natural images that contain 

considerable background noise or variations in contrast 

and illumination, many pixels cannot be easily 

classified as foreground or background. In such cases, 

binarization with global thresholding is not a suitable 

option. 

Local thresholding techniques apply a unique 

threshold value to a single pixel or a certain region. 

The local threshold value can be calculated using 

various information contained in a given image. While 

local adaptive thresholding approaches generally 

achieve better results, they often rely on individual 

parameters and require a substantially higher amount 

of computation than global thresholding. In this paper, 

we reduce the computational cost for adaptive 

thresholding by using integral image, which is 

explained in the next sub-section. 

3.3.2. Integral Images 

An integral image (also known as a summed-area 

table) is a fast and effective means for computing the 

sum of pixel intensity values in a given image-or a 

rectangular subset of a grid of the given image. 

Mathematically, it can be expressed as 

 

Where I is the integral value at point (x, y) and i is the 

intensity at point (x, y) in a grayscale image (saliency 

maps). Figure 2 shows how an integral image is 

produced. Figure 3 shows the an example where I (3, 

3) is the sum of the intensity values. Integral image I(x, 

y) can be quickly calculated using, 

𝐼(𝑥, 𝑦) = 𝑖(𝑥, 𝑦) + 𝐼(𝑥 − 1, 𝑦) + 

𝐼(𝑥, 𝑦 − 1) − 𝐼(𝑥 − 1, 𝑦 − 1) 

 

Figure 2. Steps for calculating integral image. 

 

a) Grayscale image. b) Integral image. 

Figure 3. Example of integral image calculation. 

3.3.3. Local Adaptive Triple Thresholding 

We derive three thresholding values based on the local 

mean for each pixel calculated over a window Rs. 

Using the integral image generated in the previous 

step, this step takes constant time for each Rs pixel 

independently from the size of the image. Using this 

technique, we can achieve a binarization speed close to 

those of global binarization methods. Bradley and Roth 

[5] used a window size that is 1/8th of the image width 

to calculate the average value. We chose our window 

size S as half of the image width, as it is the typical 

size of the saliency object size in natural scene images. 

Local adaptive triple thresholding process is performed 

as follows. 

1. Sum of pixel values over a rectangle R within a 

'

'

' '( , ) ( , )x x

y y

I x y i x y



 (1) 

(2) 
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moving window with a size S×S is calculated. In 

Figure 4, sum of pixel values in shadow area R is 

calculated with 

𝑅𝑠 = 𝐼(𝑥2, 𝑦2) − 𝐼(𝑥2, 𝑦1 − 1) − 

𝐼(𝑥1 − 1, 𝑦2) + 𝐼(𝑥1 − 1, 𝑦1 − 1) 

Where  and . 

 

Figure 4. Sum over rectangle R in grayscale image. 

2. The number of pixels in R is given with 

  

3. The local arithmetic mean m(x, y) at (x, y) is the 

average of the pixels within the window of size 

S×S, and can be calculated as 

( , ) sm x y R N  

Benny and Soumya [4] calculated the optimal 

threshold value based on comparison: if the value of 

the current pixel is 15 percent less than the average, it 

is set to black; otherwise, it is set to white for 

document images. We improved this threshold value 

by assigning it to the local arithmetic mean value using 

(5) and (6). Because saliency map of natural scene 

images mainly consists of black (certain background) 

with some variety of grayscale values (unknown), we 

experimentally found that the local arithmetic mean 

value as a first-level threshold value yields good results 

for a variety of images. 

4. We choose an initial threshold values as the average 

of the pixel values within the window. 

  

We also improved the Bradley algorithm [5] to obtain 

three-level thresholds, including tl, tm and th(0 

<tl<tm<th<L) by decomposing the histogram of a 

saliency map into four regions. tm and th will be defined 

below. 

5. We calculate the additional threshold values tm and 

th as follows: 

 

Where L is the maximum pixel value in the image, and 

  

These three threshold values categorizes each pixel 

segmenting the image into four regions, Tcb (Certain 

Background), Tpb (Probable Background), Tpf (Probable 

Foreground) and Tcf (Certain Foreground). Certain 

background regions are retained while other regions 

are to be refined during Grab Cut optimization. 

3.3.4. Auto-Generated Seeds for Grab Cut 

With adaptive three-level threshold values, we have 

already acquired seeds of four types for the masking 

requirement of the Grab Cut method [18]. For an 

image pixel value greater than tm in (8), the largest 

connected region is considered the initial candidate 

region of the most dominant salient object. This 

candidate region is marked as probable foreground and 

certain foreground, while other regions are marked as 

probable background and certain background. 

We obtain the contour of the salient object using the 

binary mask produced by Grab Cut method. These 

outer boundaries can be translated into tactile graphics 

to provide tactile information about a natural scene 

image to the visually impaired. For clearer 

representation for the visually impaired, we also 

demonstrate a technique for detecting the inner edges 

in the following as a post-processing step. 

3.4. Boundary and Inner Edge Detection 

In the first step of post-processing, we recover a salient 

object in full color space using the binary mask. 

𝑆𝑜 = 𝐵𝑚(𝑥, 𝑦) ∗ 𝐼𝑖(𝑥, 𝑦)  

Where So is the salient image in full color space, Bm(x, 

y) is the binary mask, and Ii(x, y) is the input image. 

The recovered salient region is further processed using 

bilateral filtering with sigma value of 150 and Canny 

edge detection with filter size 9 to obtain visual 

representation suitable for tactile graphics for assistive 

technology systems. Figure 5 shows an example of the 

masking method using the proposed binary mask. 

     

a) Input 

image. 

b) Saliency 

map. 

c) The 

proposed 

method. 

d) Salient 

object. 

e) Outer and 

inner edges. 

Figure 5. Example of using the masking method. 

4. Experimental Results 

For evaluation of the performance of the proposed 

saliency cuts method, we implemented the full 

processing pipeline in C++ and conducted experiments 

on a desktop Personal Computer (PC) with 2.60G Hz 

Intel processor and 4GB of Random-Access Memory 

(RAM). We used MSRA 10k dataset [7], which 

1 2, / 2x x x S  1 2, / 2y y y S 

2 1 2 1( ) ( )N x x y y   

( , )lt m x y

(( ) / 2)h l lt t L t  

(( ) / 2)m l h lt t t t  

(3) 

(5) 

(4) 

(6) 

(7) 

(8) 

(9) 
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includes 10,000 natural scene images and manually 

labeled ground truth images, exact and fully salient 

object(s) for the given image. We performed subjective 

qualitative evaluation and quantitative evaluation 

between the proposed method and others. 

4.1. Qualitative Evaluation 

We performed visual comparisons between the 

proposed method and two other state-of-the-art 

saliency cuts methods: saliency cuts method using 

Otsu Automatic Thresholding (AT-Cuts) [13] and 

saliency cuts method using Fixed Thresholding (FT-

Cuts) [7]. 

In Figure 6, the first row displays typical input 

images containing people and various objects. Ground 

truth images are shown in the second row. The third 

row shows the saliency maps of the first row. The 

fourth and fifth rows are saliency cuts using the AT-

Cuts and FT-Cuts, respectively. The last row shows the 

results of the proposed method. As shown in Figure 6 

(6), the results of the proposed method for saliency 

map binarization are close to ground truth images. The 

proposed method extracts salient objects even when 

background and foreground regions have very similar 

information. In comparison, FT-Cuts can extract only a 

single salient object from a given image and fail to 

segment salient objects when the pixels in an image 

have low saliency values. AT-Cuts has a similar 

drawback of misclassifying a salient object as a 

background region when the saliency values of a given 

image are low. However, it can detect multiple objects 

if the saliency values of pixels are sufficiently high. In 

comparison, the proposed method can extract salient 

objects without misclassifying them as background 

regions, and is able to detect multiple salient objects. 

 

a) Input images. 

 

b) Ground truth images. 

 

c) Saliency maps (grayscale images). 

 

d) Results of AT-Cuts [13]. 

 

e) Results of FT-Cuts [5]. 

 

f) Results of the proposed method. 

Figure 6. Visual comparisons between different methods. 

The results of boundary detection and the 

comparisons between the proposed method and other 

methods are shown in Figure 7. The first row displays 

given input images containing people, birds, and 

objects. The second and third rows show the saliency 

maps and ground truths generated from the input 

images, respectively. Results obtained using FT-Cuts 

and AT-Cuts are illustrated in the fourth and fifth rows, 

respectively. The results of the proposed method are 

shown in the sixth row, and the last row displays the 

detected boundaries of salient objects. As shown in 

Figure 7, the boundaries of salient objects are well 

detected using binary images and the Canny edge 

operator, providing valuable information to the 

visually impaired. 

 

a) Input images. 

 

b) Saliency maps (grayscale images). 

 

c) Ground truth images. 

 

d) Results of AT-Cuts. 

 

e) Results of FT-Cuts. 

 

f) Results of the proposed method. 

 

g) Boundary detection using the canny edge operator. 

Figure 7. Experimental results of outer contour generation. 

In some situations, however, the visually impaired 

might not be able to fully identify an object solely by 

touching the outer boundary. Thus, we also produced 

inner edges of salient objects as shown in Figure 8. 

 

a) Input images. 

 

b) Ground truth images. 

 

c) Saliency maps (grayscale images). 

 

d) Results of binary masks using the proposed method. 

 

e) Results of salient objects in a full color space. 

 

f) Results of bilateral filtering. 

 

g) Results of boundaries of salient objects. 

 

h) Results of detected outer boundaries and internal edges. 

Figure 8. Experimental results of salient object extraction. 
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In Figure 8, the results of salient object 

segmentation from natural scene images and the results 

of detecting outer boundaries and internal edges 

illustrated. Figure 8 (4) shows the results of the 

proposed method for obtaining full resolution binary 

masks, which are almost identical to ground truth 

images (Figure 8 (2)) in most cases. Outer boundaries 

detected using Canny edge operator are shown in 

Figure 8 (7), and both outer and internal edges detected 

are shown in Figure 8 (8). 

4.2. Quantitative Evaluation 

We performed quantitative analysis by averaging 

precision and recall rates along with F-measures using 

MSRA 10k dataset. Precision and recall rates can be 

obtained as follows: 

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝐷𝑂∩𝐺𝑇

𝐴𝐷𝑂
  

𝑟𝑒𝑐𝑎𝑙𝑙 =
𝑇𝐷𝑂∩𝐺𝑇

𝐺𝑇
  

Where TDO denotes truly detected salient objects, 

ADO all detected objects which is true positives plus 

false positives as shown in Figure 8 (4), and GT 

manually labeled ground truth as shown in Figure 8 

(2). In other words, TDO is true positives and can be 

obtained by comparing all detected regions with 

manually labelled ground trust and select only regions 

that are matched with GT regions. As shown in Table 1, 

the proposed method accomplished the highest 

precision rate of 0.94. FT-Cuts [7] and AT-Cuts [13] 

yielded precision rates of 0.93 and 0.90, respectively. 

In addition, we computed the F-measure value, which 

balanced the measurements between the mean of 

precision and recall rates. A higher F-measure means a 

higher performance. F-measure is defined as follows:  

 

Where  2 = 0.3 to weigh precision more than recall as 

in many other research, including FT-Cuts and AT-

Cuts. The proposed method achieved the highest F-

measure value of 0.90, while the other two methods 

showed 0.82 and 0.88, respectively. The proposed 

method produced saliency objects with the highest 

precision rate, while AT-Cuts showed the highest 

recall rate.  

Table 1. Quantitative analysis of the proposed method and other two 

saliency cuts methods: average precision, recall rate, and F-

measure using MSRA 10k dataset. 

 FT-Cuts [5] AT-Cuts [13] Proposed method 

Precision 0.93 0.90 0.94 

Recall 0.77 0.82 0.80 

F-measure 0.82 0.88 0.90 

Although all three methods produced similar results, 

the proposed method is proved to be the most robust in 

complex images containing foreground and 

background with similar appearances, as demonstrated 

in Figures 6 and 7. 

4.3. Performance Analysis 

We compared performance analysis by comparing 

running times of FT-Cuts, AT-Cuts, and the proposed 

method are shown in Table 2 for the images in the 

MSRA 10k dataset (typical resolution of 400×300) 

using a PC with 2.60G Hz Intel processor and 4GB of 

RAM. Note that, running times for the each method 

were obtained by adding the time of saliency map 

generation and the time of saliency cuts. The FT-Cuts 

method is the fastest (1.24 seconds per image in 

average) since the fixed global threshold, followed by 

the proposed method (1.53 seconds in average) since 

the local adaptive thresholds per a certain region 

require more calculation time than fixed global 

threshold and saliency map generation method [17] 

uses global contrast enhancement technique but these 

give the most robust results, AT-Cuts method (1.86 

seconds in average). 

Table 2. Performance analysis comparison of average processing 

times per image of the proposed method and other two saliency 
cuts methods. 

 FT-Cuts [5] AT-Cuts [13] Proposed method 

Average processing 

times per image (s) 
1.24 1.86 1.53 

4.4. Tactile Graphic Generation 

We generated tactile graphics of salient objects using 

the proposed method and the assistive technology 

system software [11] in order to actually help the 

visually impaired better perceive and recognize natural 

scene images, as shown in Figure 9. Outer and internal 

edges of salient object as well as tactile graphics based 

on dot representation for the visually impaired are 

illustrated in Figure 9 (2) and Figure 9 (3) respectively. 

 

a) Input images. 

 

b) Results of detected outer boundaries and internal edges. 

 

c) Tactile graphics of salient objects based on dot representation. 

Figure 9. Generation of tactile graphics of salient objects. 

 

2

2

(1 ) precision recall
F

precision recall
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


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5. Conclusions 

We presented a saliency cuts method based on local 

adaptive thresholding using integral images. The 

proposed method is fully automatic and generates 

three-level thresholds to divide a saliency map into 

four regions. The seeds from the four regions are fed 

into the Grab Cut algorithm to obtain high-quality 

binary masks of salient objects. Based on the proposed 

method, we extracted salient objects in a full-color 

space. We then applied bilateral filtering and canny 

edge operator to produce outer boundaries and internal 

edges. Experimental results show that the proposed 

method is robust and performs better than other 

methods. The objective of this study was to extract 

salient objects from natural scene images, and finally 

to create tactile graphics based on dot representation 

for the visually impaired to better perceive and 

understand the natural scene images. We plan to 

conduct further research based on deep learning 

techniques for detecting and isolating multiple salient 

objects from natural scene images. 
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