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Abstract: One of the most challengeable problems in pattern recognition domain is financial time series forecasting which 

aims to exactly estimate the cost value variations of a particular object in future. One of the best well-known financial time 

series prediction methods is Neural Network (NN) but it suffers from parameter tuning such as number of neuron in hidden 

layer, learning rate and number of periods that should be forecasted. To solve the problem, this paper proposes a new meta-

heuristic-based parameter tuning scheme which is based on Harmony Search (HS). To improve the exploration and 

exploitation rates of HS, the control parameters of HS are adapted during the generations. Evaluation of the proposed method 

on several financial times series datasets shows the efficiency of the improved HS on parameter setting of NN for time series 

prediction.  
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1. Introduction 

1.1. Problem Statement 

Financial time series forecasting is a stochastic process 

which is based on the variation of financial random 

variable value over the periods (daily, weekly, monthly 

and annually). To estimate the financial time series 

(stock prices, currency exchange rates, price indices, 

and so on) in future, a prediction model of previously 

generated values of financial random variables is 

produced. The prediction model can generate the fittest 

financial values to the future time series if the 

prediction model captures the completely correct 

relationships among the financial variables of 

empirical dataset. As the predicted model of financial 

time series can be used in financial policies of a 

government, generation of a precise model is needed. 

For this purpose, several pattern recognition methods 

are introduced for financial time series forecasting.  

1.2. Related Works 

The first studies within the financial time series 

prediction framework are classic statistical approaches 

that are based on regression, correlation and spectral 

analysis [3, 8, 11]. While the regression-based 

prediction method [3] showed an inefficient 

performance, the results of correlation and spectral-

based prediction methods [8, 11] proved their 

successfully against the regression-based approach. 

Also, several developments on time series forecasting 

framework were carried out in parallel [11]. The next 

most well-known and correlation-based prediction 

method is Auto regression-Integrated Moving-Average  

(ARIMA) which is introduced under the Box–Jenkins 

forecasting approach [1] and contains polynomial and 

seasonal trends. However this model is more 

computationally and functionality effective, it keeps 

the drawbacks of correlation based method. In another 

research, financial time series prediction was done by 

using a combination of wavelet transform, neural 

networks and statistical time series analytical 

techniques [2]. 

A well-known method of the intellectual forecasting 

group is Neural Network (NN). A main challenge of 

NN approach is parameter setting in which different 

values of parameters (such as number of neuron in 

hidden layer, learning rate and so on) take different 

effects on the performance of NN and so, the accuracy 

of NN highly depends on the initial parameter setting. 

A solution to obtain the optimal parameter setting of 

NN is meta-heuristic approach which discovers the 

search space (optimization problem) in order to 

achieve the sufficiently good solution. A well-known 

meta-heuristic-based method is Harmony Search (HS) 

which is based on the improvisation process of 

musician. One the most significant development on HS 

is Improved Harmony Search (IHS) that is proposed in 

[13]. IHS adapts some parameters dynamically in order 

to enhance the fine-tuning properties of the HS 

algorithm. A main challenge of IHS is exploration rate 

which may be leads the HIS into the local optima. 

In this paper, IHS [13] is improved to get the best 

optimal solutions for the main parameters of NN as the 

follow: 

a) Preprocessing of initial population of harmony 

vectors using the Differential Evolution (DE) in 
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order to reduce the computational complexity of 

HIS. 

b)  Leading of the harmony vectors to the global best 

harmony vector in each cycle. After the 

improvement of HS, the best harmony vector which 

contains the optimal setting of parameter is 

employed in NN in order to estimate the financial 

time series with the high accuracy.  

The rest of the paper is organized as follows. 

Introduction of HS, IHS, DE and MLP are provided in 

section 2. Section 3 illustrates the proposed method. 

Experimental results and discussion are given in 

Section 4, and finally, conclusion at section 5. 

2. Background 
2.1. Harmony Search (HS) 

HS it is inspired by improvisation process of music 

player to find the best solution in optimization problem 

[6]. The process of finding the best harmony in music 

is similar to process of finding optimal solution in 

meta-heuristic algorithms and so, these two similar 

processes can be compared. Musician searches for a 

perfect state of harmony through improvisation 

process. On the other hand, in optimization problem, 

optimal solution should be achieved under the given 

objectives and limitations [6]. In improvisation 

process, a musician has three choices: first one is 

playing any notes exactly from memory (musician’s 

memory); the second one is playing a note near to 

aforementioned notes of memory; and the last one is 

playing new or random notes. Likewise in HS 

algorithm, the value of a decision variable is selected 

according to one of the following rules: 

a) Selecting a value from Harmony Memory (HM). 

b) Choosing a value near to values of HM. 

c) Selecting a random value in the possible range of 

values. 

HS has several properties that differentiate it from 

other meta-heuristics such as [6]: 

a) In HS, a new solution is generated according to all 

vectors of population while in Genetic Algorithm 

(GA), just two solutions (parent) are considered to 

generate new solution. 

b) Each decision variable of harmony vector is 

considered, independently. 

c) Defining of continuous values for decision variables 

without any loss the precision. In the HS algorithm, 

there are some components such as Harmony 

Memory (HM), HM Considering Rate (HMCR) and 

Pitch-Adjusting Rate (PAR) which are described as 

follows.  

HM: in the HS, each candidate solution is known as a 

Harmony Vector (HV) which is represented as a set of 

real values in range of [0,1]. Furthermore, length of 

HV is equal to the number of dimension of a specific 

problem. HM is a matrix of HVs which are generated 

randomly in a solution space (1). HM Size (HMS) 

determines the number of HVs in HM. 

𝐻𝑆 =  

[
 
 
 
 

   𝑥1
1      𝑥2

1     ⋯  𝑥𝑛
1   

  𝑥1
2      𝑥2

2     ⋯   𝑥𝑛
2   

  ⋮        ⋮       ⋱      ⋮ 
𝑥1

𝐻𝑀𝑆  𝑥2
𝐻𝑀𝑆  ⋯ 𝑥𝑛

𝐻𝑀𝑆]
 
 
 
 

HMCR: HM Considering Rate (HMCR) is a 

probability of selecting a value from the HM (memory 

consideration) in order to update the value of a 

decision variable of a harmony vector. This state is 

analogous to the first choice in improvisation process. 

According to (2), with the probability HMCR, the new 

value of a decision variable is selected from the HM, 

while with probability (1-HMCR), the value of a 

decision variable is updated to a random value which is 

selected out of the HM but in the possible range of 

values. Note that the probability (1-HMCR) 

demonstrates the last choice of improvisation process. 

If the probability HMCR is satisfied then the 

intensification rate of HS is increased while with the 

probability (1-HMCR), the diversification rate of HS is 

increased. Note that the intensification ability helps the 

algorithm to tune the local search process while the 

diversification ability allows the HS to find unvisited 

solutions in the search space [6]. It is important that the 

value of HMCR is set to a high digit because in the 

music domain, each musician has a specific 

methodology and follows its method in the most 

melodies.  

X1,j
′ = {

 HM⌈rand×HMS⌉,j          With Probability HMCR

rand ∈ [
X
→

min
 ,  

X
→

max
]With Probability(1 − HMCR)

 

Where ⌈rand × HMS⌉, j randomly selects the ith row in 

the jth column. rand ∈ [
X
→

min
 ,  

X
→

max
] selects a random 

value from interval [
X
→

min
 ,  

X
→

max
]  which are the lower 

and upper bounds of the HM. Note that index ’1’ in 

X1,j
′ shows the index of harmony vector.  

PAR: Pitch-Adjusting Rate (PAR) is a probability 

value to determine the rate of small changes in values 

of HV. In the other words, if the random generated 

value is lower than the HMCR, the condition of PAR 

(3) will checked, otherwise the PAR condition is not 

checked. This probability is used to model the second 

rule in the improvisation process of a musician. The 

value of PAR is low because a musician follows 

his/her method and selects rarely a random harmony to 

explore new tune. 

X1,j
′  = {

X1,j
′ ∓ rand(0,1). bw    With Probability PAR        

X1,j
′                             With Probability (1 − PAR)

  

An arbitrary distance bandwidth (bw) shows small 

changes in values of variables. The pitch adjustment 

tunes the value of each decision variable within the 

(1) 

(2) 

(3) 
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predefined bandwidth in order to enhance the 

diversification [6].  

2.2. Improved Harmony Search (IHS) 

The fine-tuning features and convergence rate of HS 

algorithm are affected by the values of PAR and bw 

[13]. One of the improvements on the HS algorithm is 

IHS which is proposed in [13]. IHS focuses on the 

dynamically adaptation of the PAR and bw parameters 

during the optimization process. According to their 

theorem, the value of PAR is linearly increased using 

the following Equation: 

𝑃𝐴𝑅(𝑔𝑛) =  𝑃𝐴𝑅𝑚𝑖𝑛  +  
𝑃𝐴𝑅𝑚𝑎𝑥 − 𝑃𝐴𝑅𝑚𝑖𝑛

𝑁𝐼
 ×  𝑔𝑛  

Where 𝑔𝑛 is the generation number, PAR(gn) is the 

value of PAR in each generation, the PARmin and 

PARmax are the minimum and maximum pitch 

adjustment rates, respectively, and NI is the maximum 

number of generations. For the parameter bw, 

following equations exponentially decrease the value 

of bw in each iteration: 

𝑏𝑤(𝑔𝑛)  =  𝑏𝑤𝑚𝑎𝑥  . 𝑒𝑥𝑝(𝑐. 𝑔𝑛) 

𝐶 =  
𝐿𝑛(

𝑏𝑤𝑚𝑖𝑛
𝑏𝑤𝑚𝑎𝑥

)

𝑁𝐼
 

Where bw(gn) is the value of bw in each generation, 

bwmin and bwmax are the minimum and maximum 

bandwidth, and the other parameters are defined as the 

previous. This kind of adaptation technique causes that 

the final best solution is improved in final generations 

which algorithm converged to optimal solution [13]. 

So, the convergence rate and fine-tuning properties of 

HS algorithm are improved. 

2.3. Differential Evolution (DE) 

Differential Evolution (DE) is a population-based 

approach which attempts to iteratively improve a 

solution according to the fitness function defined in a 

particular problem [4]. In DE, new solution 𝑋′𝑖⃗⃗⃗⃗  ⃗ =

[𝑥𝑖,1
′ , 𝑥𝑖,2

′ , 𝑥𝑖,3
′ , ⋯, 𝑥𝑖,𝑛

′ ] is generated using the combination 

of four particles where one of them is the candidate 

solution 𝑋𝑖
⃗⃗  ⃗ = [xi,1, xi,2, xi,3, xi,4, …, xi,n] and the others (𝑋𝑎

⃗⃗ ⃗⃗   

= [xa,1, xa,2, xa,3, xa,4, …, xa,n], 𝑋𝑏
⃗⃗ ⃗⃗  = [xb,1, xb,2, xb,3, xb,4, …, xb,n] 

and 𝑋𝑐
⃗⃗⃗⃗  = [xc,1, xc,2, xc,3, xc,4, …, xc,n]) are selected randomly 

from the population. For the combination of them, two 

main phases should be passed: 

1) Difference-vector based mutation using (7) in order 

to generate trivial solution 𝑉𝑖⃗⃗  = [vi,1, vi,2, vi,3, vi,4, …, 

vi,n]. 
2)  Using the crossover operator (8) to generate new 

solution 𝑋′𝑖⃗⃗⃗⃗  ⃗: 

𝑣𝑖,𝑗 = 𝑥𝑎,𝑗 + 𝐹. (𝑥𝑏,𝑗 − 𝑥𝑐,𝑗) 

Where F is the mutation factor that lies in interval 

[0.4,1]. The other parameters are defined as the 

previous. After construction of the trivial solution𝑉𝑖⃗⃗ , 

candidate solution 𝑋𝑖
⃗⃗  ⃗ and the trivial solution 𝑉𝑖⃗⃗  are 

passed into crossover box for the recombination and 

generation of new solution 𝑋′𝑖⃗⃗⃗⃗  ⃗ as follows: 

𝑥𝑖,𝑗
′ = {

𝑣𝑖,𝑗 , if 𝑅 < 𝐶𝑅

𝑥𝑖,𝑗, otherwise
 

Where R is a uniformly distributed random value from 

interval [0,1] and CR is the predefined crossover rate. 

After the generation of new solution𝑋′𝑖⃗⃗⃗⃗  ⃗, the candidate 

solution would be replaced by the offspring if the 

fitness value of the offspring is better than the 

candidate solution. DE has some advantages such as: 

1) Simplicity of implementation. 

2) Few parameter setting. 

3) Low time and space complexities.  

In this paper, we focus on employing of IHS and DE to 

improve the convergence rate and fine-tuning features 

of HS. It should be noted that in this paper, the 

exploration rate of HS algorithm is increased by adding 

the Global Best (Gbest) position to (10).  

2.4. Multi-Layer Perceptron (MLP) 

MLP is one of the best types of Neural Network 

(ANN) that consists of multi layers of nodes connected 

to each other. In MLP, each layer is fully connected to 

the next layer. The learning scheme of MLP is based 

on the backpropagation approach where actual outputs 

are compared with the desired outputs and the error 

rate between them is applied on the updating function 

of weights in order to form an appropriate pattern of 

training data [9]. For pth input pattern, square error rate 

for all nodes inside the output layer of network is 

defined as follows: 

𝐸𝑝 =
1

2
(𝑑𝑝 − 𝑦𝑝)2 =

1

2
∑ (𝑑𝑗

𝑝
− 𝑦𝑗

𝑝
)
2𝑠

𝑗=1  

Where d p and 𝑦𝑝 are the desired output vector and 

actual output vector, respectively, 𝑑𝑗
𝑝

 and 𝑦𝑗
𝑝

 are the 

desired and actual outputs for the jth node of output 

layer, respectively, s is the size of output vector. Thus, 

the total square error rate for the p patterns is computed 

as: 

𝐸 = ∑ 𝐸𝑝
𝑃
𝑝=1 =

1

2
∑ ∑ (𝑑𝑗

𝑝
− 𝑦𝑗

𝑝
)
2𝑠

𝑗=1
𝑃
𝑝=1  

In the network, the edge defined as the connection 

between the consequence layers takes a weight value 

which is updated iteratively to decrease the error rate 𝐸 

[9]. For this purpose, the weights are updated 

according to the following Equations: 

𝑤𝑖𝑗(𝑡 + 1) = 𝑤𝑖𝑗(𝑡) + 𝜂 × ∆𝑤𝑖𝑗(𝑡) + 𝛼 × ∆𝑤𝑖𝑗(𝑡 − 1) 

∆𝑤𝑖𝑗(𝑡) = −(
𝜕𝐸𝑝

𝜕𝑤𝑖𝑗(𝑡)
) 

 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 
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Where 𝜂 is learning rate, a is moment coefficient, wij(t) 

is weight of edge from node i to j at time t and wij(t+1) 

is is weight of edge from node i to j at the next time. 

The learning process of MLP will be finished when the 

error rate is less than the threshold or the maximum 

number of iterations is reached. The main challenge of 

NN model is on setting of learning rate, number of 

neurons inside the hidden layer and number of periods 

that should be forecasted. Due to the important role of 

these parameters on learning scheme of NN, they 

highly effect on the estimation results of NN and so, 

should be tuned. One of the best approaches to set the 

parameters of NN model is meta-heuristic algorithms 

such as HS. The details of the proposed method will be 

described as follows. 

3. Proposed Method 

This paper presents an improvement on parameter 

tuning of NN model based on the HS method which is 

improved in this paper. Since the previously reported 

results of NN on financial time series forecasting 

problem is not satisfactory, the proposed scheme of 

HS-based parameter setting of NN is evaluated 

financial time series forecasting problem. In this 

scheme, the length of each harmony vector is set to the 

number of NN parameters which should be tuned. The 

proposed values in each decision variable of harmony 

vector refer to corresponding parameter of NN. As the 

mentioned before, these parameters are learning rate, 

number of neurons inside the hidden layer and number 

of periods that should be forecasted.  

Based on the mentioned problems of HS, several 

improvements on HS algorithm are considered as:  

a) Improving of the convergence rate of HS. 

b)  Improving of fine-tuning features of HS and HIS. 

c)  Improving of the exploration rate of HS and IHS. 

To achieve these goals, three innovations on the HS are 

proposed as: 

a) Differential Evolution Harmony Search (DEHS). 

b) Parameter Adaptation of DEHS (DEIHS). 

c) Global-based DEIHS (DEGIHS). 

 The contributions are describes in detail as follows. 

3.1. Differential Evolution Harmony Search 

(DEHS) 

In this paper, we introduce a different facet of 

combination of DE and HS which is completely 

different from [5]. To combine the DE and HS, DE is 

used as the preprocessing step on the worse harmony 

vectors of initial population of HM. It means that after 

generation of initial population, all harmony vectors 

are evaluated, then, they are ranked according to their 

fitness values and finally, the initial population is 

divided into two subpopulations: 

a) Subpopulation of harmony vectors with most 

significant fitness values (good subpopulation). 

b) Subpopulation of harmony vectors with less 

significant fitness values (worse subpopulation). 

After generation of subpopulations, the DE 

evolutionary algorithm is applied on the worse 

subpopulation to improve its harmony vectors. After 

the improving of worse subpopulation, it is replaced by 

the improved subpopulation and so, a population with 

optimal harmony vectors is subjected to undergo the 

evolutionary operations of HS. The improved 

population contains optimal solutions which are 

located in the neighboring of the optimum solution and 

so, the convergence rate of HS to the global optimum 

solution is increased. So, the first goal of this paper is 

met using DEHS. It is important that the run time of 

the proposed DEHS is lower than the original HS.  

3.2. Parameter Adaptation of DEHS (DEIHS) 

As the mentioned before, two parameters of HS, PAR 

and bw, play important roles in finding optimal 

solution in HS and need to be enhanced using the fine-

tuning features of mathematical techniques. To 

improve the PAR and bw parameters of DEHS, the 

same idea of parameter adaptation scheme in IHS [13] 

is added to DEHS. Adding parameter adaptation 

scheme to DEHS helps the proposed algorithm to fine 

tune the global optimal solution and so, the second 

goal of this paper is achieved.  

 Global-based DEIHS (DEGIHS): The third 

contribution of this paper is focused on the 

generation of novel harmony vector according to the 

Global Best (Gbest) vector of the HM. In traditional 

HS, a novel harmony vector is generated by 

considering of all memory if the probability of 

HMCR is satisfied. This kind of generation forces 

high exploration rate to the HS. So, it would be 

possible that the HS jumps over the optimum 

solution and total number of generation is raised. 

The HS algorithm requires a technique to control 

this exploration rate. To achieve this goal, the 

position of the Gbest particle is considered in the 

generation of novel harmony vector. In the other 

words, if the probability of HMCR is satisfied, 

novel harmony vector 𝑋′𝑖⃗⃗⃗⃗  ⃗ = [𝑥𝑖,1
′ , 𝑥𝑖,2

′ , 𝑥𝑖,3
′ , ⋯, 𝑥𝑖,𝑛

′ ] is 

generated using the following Equation: 

𝑥𝑖,𝑗
′ = 𝑥𝑏𝑒𝑠𝑡,𝑗 + (𝑟𝑎𝑛𝑑 − 

1

2
 )  × 𝐻𝑀⌈𝑟𝑎𝑛𝑑×𝐻𝑀𝑆⌉,𝑗 

Where 𝑥𝑖,𝑗
′  is the jth dimension of novel vector 𝑋′𝑖⃗⃗⃗⃗  ⃗, 

variable 𝑥𝑏𝑒𝑠𝑡,𝑗 is the jth dimension of the best harmony 

vector 𝑋𝑏𝑒𝑠𝑡
⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = [𝑥𝑏𝑒𝑠𝑡,1, 𝑥𝑏𝑒𝑠𝑡,2, 𝑥𝑏𝑒𝑠𝑡,3, ⋯ , 𝑥𝑏𝑒𝑠𝑡,𝑛], and the 

rand operator generates randomly numbers which lie 

in interval [0,1]. The other parameters are defined as 

the previous. Formulation of the probability of (1-

HMCR) is defined as the previous, this innovation 

(13) 
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controls the exploration rate of HS. According to this 

idea, the new generated harmony vector is located 

around the best harmony vector in each cycle and so, 

all vectors are led to the best harmony vector and the 

exploration rate of HS is tuned. The pseudo code of the 

proposed method is shown in Algorithm 1. To evaluate 

the harmony vectors, fitness function of the proposed 

method is NN model in which values of NN’s 

parameters proposed by each harmony vector are 

passed into the NN function to order to train and test of 

NN model based on the proposed values. Therefore, in 

Algorithm 2 error rate of financial time series 

forecasting is computed. Note that the type of NN 

model is set to the Multi-Layer Perceptron (MLP). 

Flowchart of the propose method is demonstrated n 

Figure 1. 

Algorithm 1. DEGIHS procedure 

Input: HS parameter 

Output: Best harmony vector 

1: Initial HM 

2: for solution :=1 to HMS do 

3:       Generate random Harmony vector in range [0,1]. 

4:       Call the NN function as the fitness function to compute 

the fitness of solution. 

5: end for 

6: Call the DE procedure 

7: for I :=1 to maximum iteration do 

8:      Adaptation of PAR and bw parameters in this iteration.   

9:      𝑋′(𝐼) ← select randomly a harmony vector from HM. 

10:    for F :=1 to no. of features do 

11:          if rand(0,1) < HMCR then  

12:           𝑋𝐹
′ (𝐼) = 𝑥𝑏𝑒𝑠𝑡,𝐹(𝐼) + (𝑟𝑎𝑛𝑑 − 

1

2
 )  ×

𝐻𝑀⌈𝑟𝑎𝑛𝑑×𝐻𝑀𝑆⌉,𝐹    

13:             if rand(0,1) < PAR then 

14:                 𝑋𝐹
′ (𝐼) = 𝑋𝐹

′ (𝐼) + 𝑟𝑎𝑛𝑑(0,1). 𝑏𝑤(𝐼) 

15:             end if 

16:         else 

17:          𝑋𝐹
′ (𝐼) ←  randomly select any pitch within bounds. 

18:         end if 

19:     end for 

20:     calculate the fitness of new vector 𝑋𝐹
′ (𝐼) using NN 

function. 

21:     if fitness (𝑋𝐹
′ (𝐼)) is better than the fitness (worst vector) 

then  

22:        replace new vector 𝑋𝐹
′ (𝐼) with the worst one 

23:     end if 

24: end for 

25: passing of best harmony vector to the NN function for 

financial time series forecasting. 

Algorithm 2. NN function 

Input: best values of NN’s parameters proposed in harmony 

vector. 

Output: error rate of financial time series forecasting. 

1: set the input values to the corresponding parameters. 

2: construction of NN model. 

3: training of NN model on training data. 

4: testing of NN on testing data. 

5: computation of error rate between the estimated and real 

values of series. 

 

 

 

Figure 1. Flowchart of the proposed method. 

4. Experimental Results 

The main goal of the proposed method is improving 

the results of financial time series forecasting. For this 

purpose, the proposed method is evaluated on several 

financial time series datasets such as S&P 500 index, 

Dow Jones index, NASDAQ Composite index, 

NIKKEI index and Russell index which are collected 

from [7]. The information of each dataset is presented 

in the next Section. Note that the 80% of each dataset 

is used for training and the remained 20% of entire 

dataset is employed for testing step. The proposed 

method is compared with several meta-heuristic and 

evolutionary methods such as Genetic Algorithm (GA) 

[10], Particle Swam Optimization (PSO) [12], simple 

HS and NN with fixed parameter values (without 

parameter tuning). Note that all of the GA, PSO and 

simple HS are employed on parameter tuning of NN. 

The parameter setting is mentioned in Tables 1-5.  

4.1. Time Series Dataset 

S&P 500 index: this financial dataset is identified with 

the full name of Standard and Poor's 500 and relates to 

the stock exchange of USA. The original dataset is 

collect from 1950 until now but the financial data of 

2013 to 2015 which contains 2020 records is used in 

this testing.  

Dow Jones index: the full name of this dataset is 

Dow Jones Industrial Average which collected from 

1896 until now by the Brazil Central Bank. Financial 

data of 2013 to 2015 which contains 150 records is 

employed in this testing. 

NASDAQ Composite index: it is one of the most 

important financial datasets of USA stock index which 

contains the stock market information of all local and 

international companies of NASDAQ list from 2003 

until now but the financial data from 2013 to 2015 with 

3025 records is just employed. 

NIKKEI index: this dataset contains the entire of 

stock market information of Japan from 1950 until now 

but the proposed method is tested on financial data 

from 2013 to 2015 with 507 records.  
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Russell index: this dataset is identified with the full 

name of Russell 1000 which is collected from 1992 

until now by the Yahoo Finance group. The used 

dataset is selected from 2013 to 2015 with 285 records.  

4.2. Performance Measure 

To evaluate the results of the proposed method, two 

measures are employed such as Root Mean Square 

Error (RMSE) and Mean Absolute Difference (MAD), 

They are measures of the deviation between actual and 

predicted values. The smaller values of RMSE and 

MAD, the closer are the predicted values to that of the 

actual values. The measures are defined as follows: 

𝑅𝑀𝑆𝐸 = √
∑ (𝑇𝑖−𝐴𝑖)

2𝑁
𝑖=1

𝑁
 

𝑀𝐴𝐷 =
∑ |𝑇𝑖−𝐴𝑖|

𝑁
𝑖=1

𝑁
 

Where in both of Equations (14) and (15), N refers to 

the number of testing set, Ti is the estimated value and 

Ai is the actual value.  

Table 1. Parameter setting of simple NN (without parameter 
tuning). 

Value Parameter 

5 No. of neurons inside the hidden layer 

0.001 Learning rate 

Daily No. of periods for estimation 

Table 2. Parameter setting of the proposed method (improved HS). 

Value Parameter 

20 No. of population 

3 Length of harmony vector 

0.9 HMCR 

0.4 PARmin 

0.9 PARmax 

0.0001 bwmin 

0.01 bwmax 

100 No. of iteration 

0.9 MF 

0.9 CF 

Table 3. Parameter setting of simple HS. 

Value Parameter 

20 No. of population 

3 Length of harmony vector 

0.9 HMCR 

0.4 PAR 

0.0001 Bw 

100 No. of iteration 

Table 4. Parameter setting of GA. 

Value Parameter 

20 No. of population 

3 Length of chromosome  

0.8 Crossover rate 

0.1 Mutation rate 

100 No. of iteration 

 

 

Table 5. Parameter setting of PSO. 

Value Parameter 

20 No. of population 

3 Length of particle 

2 C1 

2 C2 

1 W 

100 No. of iteration 

4.3. Comparison 

The estimation results of all mentioned methods on the 

Dow Jones dataset is reported in Figure 2-6. In each 

plot the horizontal axis refers to the set of sequential 

days for estimation and the vertical axis refers to the 

stock price. In all plots of this figure, the black curve 

shows the actual values of stock price in 30 sequential 

days and the colored curves shows the estimation 

results of all method on Dow jones dataset. Note that 

the plot in Figure 3 is related to the simple NN without 

the parameter tuning. Plots in figures 4-6 are related to 

HS-NN based, PSO-based and GA-based methods 

respectively. According to this figures, the fittest 

values to the actual values are obtained by the 

proposed method.  

 

Figure 2. Estimation results of proposed method (DEGIHS) on 

Dow Jones financial dataset. 

 

Figure 3. Estimation results of NN-based method on Dow Jones 

financial dataset. 

(14) 

(15) 
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Figure 4. Estimation results of HS-NN-based method on Dow 

Jones financial dataset. 

 

Figure 5. Estimation results of PSO-based method on Dow Jones 

financial dataset. 

 

Figure 6. Estimation results of GA-based method on Dow Jones 

financial dataset. 

According to the presented estimation results, the 

best financial time series forecasting results are 

obtained using the improved HS-based parameter 

tuning of NN that proves the effect of improved HS-

based parameter tuning on the performance of NN. The 

reason of the success of the proposed method refers to 

the search strategy of the HS in which, it is able to 

efficiently reach the global optimum solution. For 

instance, the proposed Gbest parameter on harmony 

vector generation equation helps the algorithm to jump 

over the local and so, the HS method gets the global 

optimum solution, quickly. Also, parameter adaptation 

scheme of HS algorithm causes that the algorithm 

spends less time on jumping to the global optimum 

point when the algorithm is near to the global solution 

in the search space and so, the convergence rate of the 

HS will be improved.  

Table 6. Comparison of all methods on RMSE and MAD measures. 
The bold values mean the best values. 

Meth-od 

Dataset 

S&P 500 Dow Jones 
NASDAQ 

Composite 
NIKKEI Russell 

RMSE MAD RMSE MAD RMSE MAD RMSE MAD RMSE MAD 

Simpl-e 

NN 
10.6 6.9 11,9 7.5 11.7 7.5 10.3 6.2 11.6 7.4 

GA-NN 10.4 6.3 11.2 7.0 11.6 7.4 10.0 4.9 10.6 6.3 

PSO-NN 8.6 5.7 8.9 5..9 7.5 3.7 6.8 3.0 8.8 5.9 

HS-NN 9.3 4.2 8.6 5.8 9.5 4.3 7.3 3.8 7.9 4.1 

DEGIHS-

NN 
5.2 2.4 4.9 2.1 5.7 3.2 3.8 1.8 4.0 2.3 

Table 6 presents the results of all methods on RMSE 

and MAD measures. In this table, for each dataset the 

two mentioned metrics are considered. According to 

Table 6, the proposed method with the name of 

DEGIHS-NN obtains the best results on all measures 

on all datasets. After proposed method HS-NN, PSO-

NN, GA-NN and simple NN have better performance 

respectively. Note that sometimes in some data set 

PSO-NN is better than HS-NN. Since the worse 

harmony vectors are improved before the running the 

HS procedure, the population of harmony vectors will 

be passed the initial search steps and thus the difficulty 

of search in the proposed method is decreased. 

According to the presented results, the DEGIHS-NN 

can be considered as the best solutions to set the 

optimal values to NN’s parameters. Results show 

important improvements in all 5 datasets. 

5. Conclusions 

In this paper, the main challenge of NN model for 

financial time series forecasting problem was studied 

that comes from the parameter setting of NN. To solve 

the problem, this paper was focused on utilization of 

HS method to find and set the optimal values to NN’s 

parameters. One of the best meta-heuristics algorithms 

is the HS which is inspired by the improvisation 

process of a musician. In this paper, new developments 

on HS were proposed, called DEGIHS. The 

contributions of DEGIHS are listed as: 

1) Adding the DE approach to the HS algorithm 

(DEHS) as a preprocessing step in order to improve 

the weak harmony vectors. 

2) Improving the fine-tuning features of the DEHS 
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using the adaptation of PAR and bw parameters 

(DEIHS). 

3)  Generation of new harmony vectors according to 

the position of the Gbest solution (DEGIHS).  

After that, the best harmony vector proposed by 

DEGIHS function is applied on NN model for financial 

time series forecasting. The obtained results of the 

proposed method on several empirical datasets prove 

the superiority of the proposed method in comparison 

to the similar method.  
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