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1. Introduction 

In the past two decades, a tremendous amount of 

digital data and information was generated along with 

the significant development and achievements in 

information technology [9]. The protection of the 

intellectual property rights associated with some 

important digital data and information has thus become 

an important issue in information science [3, 24]. 

Numerous methods and techniques have been 

developed to resolve this issue, including information 

hiding technology [9]. Specifically, information hiding 

technology hides important data and information 

within digital documents such as images, videos and 

files, the resulting documents are required to have high 

similarity with the original ones [1]. A document 

where the hiding is performed is a cover media and the 

one that contains the hidden information is a stego 

media [6]. In general, human eyes are unable to 

recognize the difference between a cover media and 

the corresponding stego media [26]. 

Since the transmission and storage of multimedia 

data are often based on images, embedding information 

into gray scale images has become an important 

approach for information hiding [1, 12, 14]. 

Researchers have developed a large number of 

methods that can hide information into gray scale 

images [6, 12, 13, 14, 26, 27], such as the side match 

technology [5], the hiding technology based on pixel 

difference expansion and modulus function [26], and  

the information hiding technology based on pixel value 

difference and Least Significant Bit (LSB) replacement 

[27]. Most of these methods select a number of 

neighboring pixels in the image based on the difference 

in gray values. The gray values of these neighboring 

pixels are changed to contain the data that needs to be 

embedded.  

Recently, chaotic systems have been used in a large 

number of algorithms to encrypt images [2, 3, 5, 8, 10, 

11, 29]. A question thus immediately arises on whether 

chaotic systems can be applied to improve the security 

of an information hiding algorithm. 

The security of an approach can be further enhanced 

if the information is encrypted with a robust encryption 

method before it is hidden within an image [18]. An 

encryption method based on chaotic systems can 

possibly provide improved security for an image based 

information hiding approach [3, 7]. In addition, it is 

clear that the difference between a cover image and its 

corresponding stego image is an important measure of 

the security of an approach for information hiding [6]. 

So far, most of the existing approaches have not 

considered the minimization of this difference for 

optimal effects of information hiding [19, 21, 22].  

In this paper, a new image based information hiding 

approach is proposed to hide a sequence of binary bits 

into a gray scale image with improved security. A 

number of integer keys and a system of one-

dimensional logistic mappings are used to encrypt the 

sequence before it is hidden into an image. In addition, 
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the hiding of information is performed with a 

minimized difference between a cover image and the 

corresponding stego image.  

The approach performs hiding in two stages. In the 

first stage, it divides the sequence into subsequences of 

equal length. The location of a bit in the sequence is 

represented by a pair of integers, one of them 

corresponds to the subsequence where the bit is located 

and the other one is the relative position of the bit in 

the subsequence. All bits in the sequence are thus 

mapped to a grid in two-dimensional space and the bits 

are shuffled and encoded based on a number of integer 

keys and a system of one-dimensional logistic 

mappings. Specifically, each row and column in the 

grid is associated with a positive integer key. The 

relocation of bits is performed row by row first. A bit 

in a row of the two-dimensional grid is relocated based 

on the product of the integer key of the row and the 

current position of the bit in the row. After a row-based 

relocation is complete, bits are grouped in columns and 

the bits in each column are relocated based on the 

integer key of the column.  

In the second stage of the approach, the shuffled and 

encoded sequence is divided into regions of equal 

length and the hiding of the bits is completed by 

sequentially embedding the regions into the gray scale 

image. To obtain a stego image that has the highest 

similarity to the cover image, a measure that evaluates 

the difference between a cover image and its stego 

image is developed and the locations for embedding 

can be determined by a dynamic programming method 

that can minimize the measure. The embedding of a 

region is performed by substituting the least significant 

bits of the gray value of the pixel in the determined 

location with the bits in the region.  

The keys for recovering the embedded sequence 

include the integer keys associated with rows and 

columns of the grid for shuffling, the one-dimensional 

logistic mappings for encoding and the integers needed 

to determine the locations of embedding. The proposed 

approach is able to recover the hidden information 

without the cover image or a standard image. A simple 

analysis shows that the approach has a key space of 

large size and the hidden information is thus secure 

against attacks based on exhaustive search. 

The contributions of the proposed approach can thus 

be summarized from two different aspects. Firstly, an 

encryption method based on chaotic systems is 

proposed to encrypt the information before it is hidden 

into an image. This step of encryption can protect the 

content of the information from being identified even 

in cases where the information hidden in a stego image 

has been retrieved by the adversary side. Secondly, the 

difference between a cover image and its 

corresponding stego image is minimized when the 

encrypted information is hidden within the image. This 

minimization step can further enhance the security of 

the information hidden within a stego image.  

Experiments show that this approach can generate 

excellent information hiding results on medical images. 

In addition, a comparison with two other existing 

methods on a large number of images for image based 

information hiding shows that the proposed approach 

can generate stego images with significantly higher 

similarity values to the corresponding cover images. 

2. Related Work  

Numerous methods have been developed to improve 

the performance of information hiding. For example, a 

multi-level hiding strategy is developed in [17] to 

achieve larger hiding capacity while maintaining the 

high similarity between a stego image and its cover 

image. In [1], an information hiding algorithm is 

developed based on histogram shifting in efficient 

compressed domain. In [22], a deep learning based 

technique is used to choose the appropriate carrier for 

real-time image data hiding. In [21], an adaptive 

threshold generation mechanism is proposed to 

determine the thresholds needed for the pixel value 

ordering hiding scheme. In [19], a new turtle-shell 

based information hiding algorithm is developed to 

improve the capacity of embedding while maintaining 

good image quality. In [28], a reversible data hiding 

algorithm based on block truncation coding is 

developed. In [13], the degradation of medical images 

after a frequency domain based hiding algorithm hides 

data within them is studied. In [12], two novel 

variations of the classical histogram shift methods are 

developed to further improve the capacity of 

embedding in medical images. In [16], a reversible 

information hiding algorithm that uses adaptive block 

truncation coding along with an edge based 

quantization method is proposed. In [18], a reversible 

data-hiding approach is proposed based on redundant 

space transfer. The proposed approach transfers 

redundant space from an original image to its 

encrypted image. A general reversible data hiding 

algorithm is then applied for information hiding. In 

[20], a new information hiding algorithm is developed 

to combine the Chinese Remainder Theorem and a new 

extraction function to enlarge the capacity of 

embedding. 

Most of the existing methods can successfully hide 

information into a gray scale image while maintaining 

a high similarity between a cover image and the 

corresponding stego image [6, 12, 13, 14, 26, 27]. 

However, most of these methods are unable to fully 

utilize the pixels in an image to enhance the similarity 

between a stego image and its cover image [12], which 

may not be desirable for certain applications [13, 14]. 

In addition, the information embedded into an image 

can often be directly obtained by processing a stego 

image or comparing a stego image with its cover image 

[27], the embedded information is thus not secure 

when the stego image or both the cover image and its 
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stego image need to be transmitted through the internet 

[6].  

Recently, many encryption methods based on 

chaotic systems have been proposed. In [15], an 

algorithm that can encrypt color images by cellular 

automata is developed. The encryption of a colored 

image is performed with a hybrid hyper-chaotic system. 

In [25], an algorithm is developed to encrypt an image 

by combing a bit level permutation architecture with 

chaotic systems. In [29], the avalanche effect of a high-

dimensional chaotic system is used for the encryption 

of images. The work in [23] uses two sets of one-

dimensional logistic systems to generate a robust 

encryption of an image. 

3. The Proposed Method  

The information that needs to be hidden within a gray 

scale image can be represented by a sequence of binary 

bits. The hiding of such a sequence into a gray scale 

image is performed in two stages. In the first stage, the 

binary bits in the sequence are first relocated and then 

encoded with a system of one-dimensional logistic 

systems. In the second stage, the encrypted sequence is 

hidden into a cover image with a dynamic 

programming method. The difference between a cover 

image and its stego image is minimized to achieve the 

optimal effects of hiding. 

The steps in the first stage of the proposed approach 

can thus be sketched as follows. 

1. Change the locations of the bits in the sequence with 

a set of positive integer keys. 

2. The sequence obtained in step 1 is encoded with a 

number of one-dimensional logistic systems. 

3. Return the sequence obtained in step 2 as the 

shuffled and encoded sequence. 

The second stage of the proposed approach contains 

the following steps. 

1. Divide the shuffled and encoded sequence into a 

number of regions of equal length; 

2. Use a dynamic programming method to select pixels 

for hiding. 

3. Substitute the least significant bits in the gray values 

of selected pixels with the bits in the regions of the 

shuffled and encoded sequence. 

4. Return the resulting image as the stego image that 

contains the hidden information. 

The parameters utilized in both stages are needed for 

the recovery of the hidden information from a stego 

image. The steps of the recovery process can be 

described as follows. 

1. Find the selected pixels in the stego image with the 

parameters used in the second stage. 

2. Combine the least significant bits of the gray values 

of the selected pixels into the shuffled and encoded 

sequence. 

3. Use the parameters of the chaotic systems to decode 

the sequence obtained in step 2. 

4. Use the integer keys for shuffling to relocate the 

binary bits in the sequence obtained in step 3 to 

recover the original sequence. 

5. Return the sequence obtained in step 4 as the 

recovered information.  

3.1. The Shuffling of the Sequence 

Let S be a sequence of binary bits that need to be 

hidden into a given gray scale image. LS denotes the 

length of S and S(i) is the i th bit in S. Based on a 

positive integer c such that c<LS and   1/  cLr S , 

S can be sequentially divided into r subsequences such 

that at least r-1 of these subsequences are of equal 

length and each of them containsc bits. The number of 

bits in the last subsequence could be less than c. If it is 

the case, a number of bits of 0 can be padded to the end 

of S such that the length of the last subsequence is also 

c. It is thus assumed that S is sequentially divided into 

r subsequences of length c in the rest of the paper. 

Based on the subsequences in S, the position of S(i) 

can be described by a pair of integers (u,v) where 

 ciu /  and v=i mod c. u is the row number of S(i) 

and v is its column number. Each bit in S can thus be 

uniquely mapped to a point in a two-dimensional 

space. All bits with the same row number form a row. 

Similarly, all bits with the same column number form a 

column. It is thus clear that all bits with the same row 

number are in the same row, and those with the same 

column number are in the same column. The rows 

formed by bits in S are numbered by integers 1,2…, r 

and columns can be numbered by 1,2…, c.  

Each row m, where 1 m  r, is then associated with 

a positive integer km such that the greatest common 

divisor of c and km is 1. Similarly, each column n, 

where cn 1 , is associated with a positive integer ln 

such that the greatest common divisor of ln and r is 1. 

As the first step of shuffling, each bit is relocated 

within its row. Specifically, the bit mapped to an 

integer pair (s,t) is relocated to (s,g(t,ks)), where g(t,ks) 

is computed as follows. 

( , ) ( )modsg t k k t c    

It is straightforward to see that for two arbitrary 

different integers t1 and t2 such that 0 t1 < c and 0 t2 

<c, g(t1.ks) and g(t2,ks) are also different. Indeed, if it is 

not the case, there exist two different integers t1 and t2 

such that 0 t1 <c and 0 t2 <c, and g(t1,ks)= g(t2,ks). 

From Equation (1), the following equation must hold 

for t1 and t2.  

1 2( )sk t t cp   

Where p is an integer. However, since the greatest 

common divisor of c and ks is 1, Equation (2) implies 

(1) 

(2) 
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that t1- t2 must be divisible by c , which is contradictory 

to the fact that│t1-t2│<c. g(t1.ks) and g(t2,ks) thus must 

be different. This fact ensures that no two bits are 

relocated to the same position and no conflicts would 

occur in the first step of the designed relocation 

procedure.  

In the second step of the shuffling, relocations are 

performed in columns. Each bit is relocated within its 

column. Specifically, the bit that is currently in row x 

and column y is relocated to (h(x,ly),y), where h(x,ly) is 

computed as follows. 

( , ) ( )mody yh x l x l r    

Similarly, based on the same argument that has been 

shown above, no two bits are relocated to the same 

position and no conflicts would occur in the second 

step of the shuffling process. In the final step of the 

shuffling process, each bit is mapped from its position 

in the two dimensional space back to the corresponding 

position in the sequence. Specifically, the bit currently 

in position (u,v) in the two dimensional space is 

mapped back to position uc+v in the sequence.  

3.2. The Encoding of the Shuffled Sequence 

Let R be the shuffled sequence generated from the 

original sequence S by the shuffling process described 

in subsection 2.1. The length of R is also LS. Based on 

a given positive integer parameter b, where 1b8, R 

can be sequentially divided into regions of length b. 

Here, LS is assumed to be divisible by b. Since the bits 

in each region form the binary encoding of an integer 

between 0 and 2b-1, a sequence of integers w1,w2,…,wa 

are used to represent R, where a=LS/b.  

Based on a one dimensional logistic mapping G, a 

sequence of real numbers z0, z1,…, zk, zk+1,…, where 

k0, can be generated based on the following 

recursion. 

1 (1 )k k kz z z    

Where  is a parameter of the recursion and must 

satisfy 0<  <4. It is clear that 0< zk <1 holds for each 

k0 if the initial value z0 of the sequence is a real 

number between 0 and 1. In other words, all numbers 

in the sequence are positive and less than 1 when the 

initial value of the sequence is a real number between 0 

and 1.  

It is well known that a logistic mapping has the 

property of a one-dimensional chaotic system. 

Specifically, when 3.57   <4, the period of the 

numbers in the sequence becomes infinitely large and 

the numbers in the sequence are sensitive to the initial 

value z0 [7]. When k is large enough, a significantly 

different zk would arise from a perturbation of a tiny 

amount in z0. The initial value z0 can thus be used as a 

key to generate encoded data from a one-dimensional 

logistic mapping. In fact, many existing image 

encryption algorithms utilize the chaotic property of 

one-dimensional logistic mappings to encrypt images. 

To perform the encoding of R, a system of d one-

dimensional logistic mappings 
d

GGG  ,...,,
21

 is 

used with different parameters 1, 2,…,d. Each 

logistic mapping is assigned a different initial value 

and a sequence of real numbers can be generated for 

each logistic mapping. Let z1,0, z2,0,..., zd,0 be the initial 

values for 
d

GGG  ,...,,
21

 respectively. 

A large enough integer 0k  is then selected such that 

the chaotic behavior of a one-dimensional logistic 

mapping starts to be significant when more than 0k  

numbers have been generated in the sequence. To 

encode wi (1ia) in R, d integers i,1,i,2,…,i,d are 

generated as follows.  

0, ,( ) mod 2b

i j j i kz M    

Where 1jd, M is a large integer and zj,i+k0 is the i+k0 

th number generated with 
j

G  and an initial value of 

zj,0.  

From i,1,i,2,…,i,d, wi can be encoded based on the 

following recursive relation. 

, 1 , , 1i q i q i q       

Where 0 q  d-1, Ki,0 = wi and Ki,d is the encoded 

result for wi.  

After all of the integers w1, w2,…,wa have been 

encoded, the binary forms of K1,d, K2,d…,Ki,d are 

sequentially combined into a sequence of binary bits. 

The resulting sequence is the shuffled and encoded 

sequence of S. 

3.3. The Embedding of the Shuffled and 

Encoded Sequence 

Let B2 denote the shuffled and encoded sequence 

obtained with the approaches in Subsections 2.1 and 

2.2. Let I  be the gray scale image where B2 needs to 

be embedded. There are m rows and n columns in I and 

I(gp,hp) is the gray value for the pixel in row gp and 

column hp in I. In the second stage, the bits in B2 are 

sequentially embedded into I. 

The bits in B2 are embedded into I in groups and the 

numbers of bits contained in all groups are equal. Let 

wd be the number of bits in each group. Since the gray 

value of a pixel contains 8 bits, the inequality 1 wd 8 

must hold for wd. The bits in B2 are thus sequentially 

divided into   1/  dwcr  subsequences, the bits 

in each subsequence form a group and each 

subsequence contains wd bits. Integers 1,2,…,β are 

used to sequentially number the subsequences. Let e 

and f be positive integers that satisfy 

 5/mne  and fmn-be, the bits in subsequence 

l(1lβ) is embedded into the gray value of pixel (gl,hl) 

(3) 

(4) 

(5) 

(6) 
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in I, where gl and hl are computed with Equations (7) 

and (8). It is shown later that the values of e and f can 

be determined by a dynamic programming method.  

 ( ( 1) ) / 1lg f l e n        

( ( 1) )modlh f l e n     

The gray value of pixel (gl,hl) is updated to include the 

w bits in subsequence l as follows. 

2 ( , ) ( , ) / 2 dw

l l l l lI g h I g h C   
   

Where I2(gl,hl) is the gray value of pixel (gl,hl) after 

theembedding is performed and Cl is the value 

representedby the wd bits in subsequence l. It is clear 

from Equation (9) that the method replaces wd least 

significant bits in the gray value of pixel (gl,hl) by the 

bits in subsequence l to complete the embedding. 

The values of e and f can be determined as follows. 

In principle, e and f should be selected to minimize the 

difference between the stego image and the cover 

image. The difference between the cover image I and 

the stego image I2 can be evaluated by D(I,I2) as 

defined in Equation (10). In practice, a reasonable 

value for e can be selected and D(I,I2) is minimized to 

obtain a value for f.  

2 2

1 1

( , ) | ( , ) ( , ) |
m n

i j

D I I I i j I i j
 

 
  

Specifically, given a fixed e, the value of f can be 

determined by minimizing D(I,I2). The minimization 

can be performed with a dynamic programming 

approach as follows.  

A two dimensional table T(o,s) is maintained to 

store the difference between I and I2 in the case where 

the value of f is equal to o and subsequences from 1 to 

s  have been embedded into I. It is straightforward to 

see that T(o,s+1) can be computed based on the 

recursive relation shown in Equations (11) and (12).  

1 1 2 1 1( 1) | ( , ) ( , ) |s s s sD s I g h I g h        

( , 1) ( , ) ( 1)T o s T o s D s      

Where gs+1 and hs+1 can be computed as follows. 

1 ( ) / 1sg f so n       

1 ( )modsh f so n     

The value of T(o,s) for any o that satisfies 1< o  mn-

be is set to be zero. The value of f that can minimize 

D(I,I2) is determined by Equation (15). Specifically, 

the integer o  that minimizes T(o,s) is assigned to f. 

1

argmin{ ( , )}
o mn be

f T o b
  

  

3.4. The Recovery of the Embedded Sequence 

Let I2 be the resulting stego image after the embedding 

of B2 into I is complete. Given the values of c, r, wd, e, 

f, the initial values and parameters of the different one-

dimensional logistic mappings for encoding, and the 

integer keys used in the shuffling of the original 

sequence S, S can be recovered from I2 in two stages. 

In the first stage, a set of pixels whose gray values 

contain the bits in sequence B2 can be efficiently 

determined. The wd least significant bits of the gray 

values of these pixels can then be extracted and 

combined sequentially to reconstruct. B2 Specifically, 

for each integer l where 1 l β, the binary value 

encoded by the dw  bits in subsequence l in B2 can be 

computed with Equation (16) 

2 ( , ) mod 2 dw

l l lC I g h  

Where gl and hl are computed with Equations (7) and 

(8). Cl is the value represented by the wd bits in 

subsequence l in B2. Subsequence l in B2 can then be 

determined from Cl. 

In the second stage, the original sequence S  can be 

reconstructed from B2. Let 1, 2,…,d. be the initial 

values of the logistic mappings 
d

GGG  ,...,,
21

 used 

for the encoding of the shuffled sequence R , and z1,0, 
z2,0,..., zd,0 be their initial values. Since R  can be 

represented by a sequence of integers awww ,...,, 21 , 

where each integer is represented by b binary bits and 

the encoding of R is performed by sequentially 

encoding the integers in the sequence, the recovery of 

R from B2 can also be performed sequentially such that 

each individual integer in R can be recovered first and 

the recovered integers are then combined to reconstruct 

R. B2 is thus sequentially divided into a regions of 

length b and a ,...,, 21  are used to denote the 

resulting sequence of integers.  

To recover wi (1 I a), d integers i,1,i,2,…,i,d, are 

first computed from 
d

GGG  ,...,,
21

by Equation (5). 

Based on i,1,i,2,…,i,d, wi can be recovered from i  

by the following recursive relation. 

, 1 , ,i q i q i d q      

Where 0 q  d-1, ii  0,  and di ,  is the result of 

decoding. In other words, wi =i,d. 

After all of the integers awww ,...,, 21 have been 

recovered, R can be reconstructed by sequentially 

combining the binary forms of w1,w2,…,wa into a single 

sequence. 

The last step of recovery is to relocate the bits in R 

to recover the original sequence S. The recovery of S is 

based on the integer keys associated with all columns 

and rows in the two-dimensional grid where the bits 

are mapped to during the shuffling process. To 

describe this clearly, k1,k2,…,kr are used to denote the 

integer keys associated with the rows and l1,l2,…,lc 

denote the integer keys for the columns.  

Bits in R are first mapped to a two-dimensional grid 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 
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with r rows and c columns. Specifically, the i th bit in 

R is mapped to the point with a row number of 

 ci / and a column number of i mod c. The bits are 

then relocated by columns after the mapping is 

completed. Each bit is relocated within its column. 

Specifically, the bit currently in row h(x,ly) and column 

y is relocated to (x,y), where h(x,ly) is computed with 

Equation (3). To complete the relocation for all bits in 

column y, for each x that satisfies 1 x r, the value of 

h(x,ly) is calculated and the bit currently in location 

(h(x,ly),y) is relocated to(x,y). 

The bits are then relocated by rows. Each bit is 

relocated within its row. Specifically, the bit currently 

in (s,g(t,ks)) is relocated to (s,t), where g(t,ks) is 

computed with Equation (1). To complete the 

relocation for all bits in row s , for each t  that satisfies 

1 t c, the value of g(t,ks) is computed and the bit 

currently in (s,g(t,ks)) is relocated to (s,t). The resulting 

sequence is the original sequence S . It is clear that the 

recovery of the embedded information can be 

performed without the cover image or a standard 

image. 

4. Experimental Results and Discussions 

The proposed approach has been implemented into a 

computer program in MATrixLABoratory (MATLAB). 

Its performance is tested by hiding information into 

gray scale images obtained from benchmark datasets. 

The experiments consist of two parts. In the first part, 

the overall performance of the proposed approach is 

evaluated with a number of ordinary and medical 

images. In the second part, the proposed approach is 

tested on all images in a benchmark dataset and its 

performance is compared with that of two other 

existing methods. 

In all experiments, the smallest c positive integers 

coprime with c are used to relocate the bits for each 

column. Similarly, the smallest positive integers 

coprime with r are applied for the relocation of bits in 

each row. The value of c is chosen to be 20 for all 

experiments.  

For the encoding of a shuffled sequence, five 

chaotic systems are used in all experiments. The 

parameters for the chaotic systems are real numbers 

between 3.7 and 3.9. These parameters are obtained by 

a linear interpolation with the number of chaotic 

systems used for encoding. The initial values of the 

one-dimensional logistic mappings are numbers 

randomly generated between 0 and 1 and M is set to be 

106. The value of wd is varied during the experiments 

for a comprehensive evaluation of the proposed 

approach. 

4.1. On Benchmark and Medical Images 

The performance of the proposed approach is first 

tested by hiding information into four benchmark 

ordinary gray scale images and two medical images. 

One of the ordinary benchmark images is the well 

known benchmark image Lena. The other three of the 

ordinary benchmark images are selected from the 

Berkeley Segmentation Data Set and Benchmarks 500 

(BSDS500) at [4] (downloaded from the website at Jan 

21, 2018). The two medical images are both obtained 

from the database of The Cancer Imaging Archive 

(TCIA) public access at [8] (downloaded from the 

website at June 11, 2018). 

  
          a) Image lena.                               b) Image 3063 from BSD500.     

  
      c) Image 5096 from BSD500.       d) Image 8068 from BSD500.       

Figure 1. Ordinary benchmark images for testing the proposed 

approach. 

    

a) Med1.                                             b) Med2. 

Figure 2. Medical images for testing the proposed approach.  

*Both medical images are downloaded from the cancer imaging archive (TCIA) public 

access. 

The four testing ordinary benchmark images are 

shown in Figure 1-a), 1-b), 1-c), and 1-d) and the two 

testing medical images are shown in Figure 2-a) and 2-

b). All testing images are scaled to the same size, 

which is 100×100.  

Two measures are used to evaluate the difference 

between a cover image and the corresponding stego 

image. One of them is the Square Sum of the 

Difference (SSD) in the gray values of the 

corresponding pixels in both images. Given a cover 

image Ic and its corresponding stego image Is, both 

images contain m rows and n columns. The SSD 

between Ic and Is can be computed as follows.   

2

1 1

( , ) | ( , ) ( , ) |
m n

c s c s

i j

SSD I I I i j I i j
 

 
  

It is clear that a higher value of SSD suggests a larger 

amount of difference between the cover image and the 

corresponding stego one. Another measure is the Peak 

Signal of Noise Ratio (PSNR) defined between the 

cover image and the corresponding stego image. In the 

case where both Ic and Is contain m rows and n 

columns, the PSNR between Ic and Is can be computed 

as follows. 

(18) 
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It can be seen from Equation (2) that a higher value of 

PSNR(Ic,Is) suggests a higher similarity between Ic and 

Is. In the case where Ic and Is are identical, SSD(Ic,Is) is 

used as the only measure to represent the difference of 

Ic and Is.  

Table 1. The means and standard deviations (STD) of SSDs and 

PSNRs obtained with the proposed approach on the testing images 
when wd is 1. 

Testing Image 
SSD PSNR 

Mean STD Mean STD 

Lena 46.60 4.64 71.47 0.42 

3063 51.20 6.38 71.07 0.57 

5096 51.20 3.68 71.05 0.31 

8068 52.50 4.04 70.94 0.30 

Med1 0.00 0.00 － － 

Med2 0.00 0.00 － － 

Table 2. The means and standard deviations (STD) of SSDs and 

PSNRs obtained with the proposed approach on the testing images 

when wd is 5. 

Testing Image 
SSD PSNR 

Mean STD Mean STD 

Lena 563.50 109.76 58.12 2.85 

3063 478.60 110.05 58.20 2.23 

5096 526.30 127.58 58.54 2.15 

8068 300.60 101.86 56.17 1.54 

Med1 0.00 0.00 － － 

Med2 0.00 0.00 － － 

The performance of this approach is first evaluated 

when different values of wd are used for embedding. 

The tested values of wd include 1 and 5. For each given 

value of wd, 100 sequences of binary bits are randomly 

generated and hidden into each testing image. Each 

sequence contains 300 binary bits. Tables 1 and 2 show 

the means and standard deviations of the SSDs and 

PSNRs between each testing image and its stego image 

when different values of wd are used for embedding.  

It can be seen from Tables 1 and 2 that the similarity 

between a cover image and the corresponding stego 

image becomes lower when the word width wd for 

embedding increases, which is not out of expectation. 

In addition, the performance becomes less stable when 

wd increases. From Table 2, it is clear that the PSNR 

values deteriorate significantly when wd increases from 

1 to 5, which suggests that a word width less than 5 

should be selected for the proposed approach to 

achieve satisfactory results in practice. However, an 

unexpected result is that the hiding of all sequences 

within the two medical images can be performed 

without generating any change in cover images, which 

may suggest that the proposed approach should be used 

with medical images to achieve the most satisfactory 

results of hiding in practice.  

4.2. A Comparison with Other Methods 

The overall performance of this approach is compared 

with that of two other existing methods, including the 

methods developed in [6, 26]. Specifically, randomly 

generated binary sequences are hidden into all ordinary 

benchmark images and both medical images with the 

proposed algorithm, the methods developed in [6, 26], 

and the performance of all three methods is evaluated 

based on the resulting stego images. 

Table 3. The means and standard deviations (STD) of SSDs and 

PSNRs obtained with three methods on the testing images when the 

length of the sequence is 200. 

Method 8068 Lena 5096 3063 Med1 Med2 

The 

proposed 
method 

PSNR 73.83 73.42 73.45 73.30 － － 

STD 0.45 0.62 0.42 0.36 － － 

SSD 27.00 29.80 29.50 30.50 0.00 0.00 

STD 2.75 4.32 3.38 3.12 0.00 0.00 

Method in 

[5] 

PSNR 65.00 67.38 61.70 70.44 － － 

STD 0.98 2.50 1.53 0.45 － － 

SSD 210.10 136.10 467.40 59.10 0.00 1.00 

STD 41.08 70.49 130.32 6.25 0.00 0.94 

Method in 
[24] 

PSNR 62.99 63.31 60.96 62.60 57.50 57.44 

STD 0.81 0.89 1.16 1.12 0.63 0.47 

SSD 331.40 309.10 539.00 368.00 1167.60 1179.90 

Two different values are selected for sequence 

length, including 200 and 600. For each given 

sequence length, 100 sequences of binary bits are 

randomly generated. The value of wd is chosen to be 1 

for the proposed approach. Tables 3 and 4 compare the 

means and standard deviations of the SSDs and PSNRs 

of the stego images obtained with the proposed 

approach and the other two methods on each given 

sequence length.  

It is clear from Tables 3 and 4 that the proposed 

approach can achieve perfect hiding on both Med1 and 

Med2 for all values of sequence length. The mean 

values of PSNRs achieved by the proposed approach 

are significantly higher than the other two methods on 

the four ordinary benchmark images for all sequence 

lengths. This suggests that the proposed approach 

consistently outperforms the other two methods on all 

testing images. In addition, the standard deviations of 

SSDs and PSNRs confirm that the performance of the 

proposed approach is reliable and robust. Tables 3, 4, 

and 5 also show that the method developed in [6] can 

achieve a perfect embedding of all generated 

sequences on Med1 and a near perfect embedding of 

all generated sequences on Med2. 

Table 4. The means and standard deviations (STD) of SSDs and 

PSNRs obtained with three methods on the testing images when the 
length of the sequence is 600. 

Method 8068 Lena 5096 3063 Med1 Med2 

The 

proposed 

method 

PSNR 67.69 67.45 67.54 67.40 － － 

STD 0.18 0.29 0.16 0.34 － － 

SSD 110.80 117.10 114.70 118.60 0.00 0.00 

STD 4.71 7.77 4.10 9.59 0.00 0.00 

Method 

in [5] 

PSNR 60.98 61.45 56.70 66.20 － － 

STD 0.38 1.06 1.18 0.22 － － 

SSD 520.70 477.40 1434.80 156.00 0.00 2.80 

STD 45.85 104.58 143.73 8.29 0.00 1.25 

Method 

in [24] 

PSNR 58.19 57.94 56.71 57.83 52.59 52.74 

STD 0.57 0.69 0.55 0.55 0.29 0.30 

SSD 994.50 1057.5 1397.9 1079.5 3592.6 3470.0 

STD 104.76 143.13 142.07 124.11 164.36 147.84 

(19) 
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Table 5. The means and standard deviations (STD) of SSDs and 

PSNRs obtained with three methods on the 200 images in the train 
folder of the BSDS500 dataset. SL is sequence length. 

Method SL=200 SL=300 SL=400 SL=500 SL=600 

The 

proposed 

method 

PSNR 73.61 71.22 69.65 68.47 67.52 

STD 0.89 0.71 0.63 0.59 0.57 

SSD 28.76 49.63 71.14 92.98 115.84 

STD 4.33 6.20 7.88 9.48 11.56 

Method in 

[5] 

PSNR 68.09 66.38 65.00 63.84 62.92 

STD 4.60 4.46 4.40 4.33 4.29 

SSD 217.57 302.55 404.14 500.91 604.76 

STD 155.04 169.14 172.47 174.36 174.45 

Method in 

[24] 

PSNR 62.00 59.99 58.78 57.82 56.95 

STD 2.05 1.79 1.66 1.58 1.49 

SSD 456.80 710.90 931.30 1152.60 1396.80 

STD 129.86 146.56 153.21 157.00 164.92 

4.3. The Overall Performance on Images 

In order to evaluate the overall performance of this 

approach and compare it with that of the two other 

existing methods, all images from the BSDS500 [4] are 

downloaded (at June 11, 2018) and randomly generated 

sequences of lengths 200, 300, 400, 500, 600 are hidden 

into each image with the proposed approach and the 

other two methods. The images are stored in three 

different folders, including a test folder, a train folder 

and a val folder.  

Table 6. The means and standard deviations (STD) of SSDs and 

PSNRs obtained with three methods on the 200 images in the test 

folder of the BSDS500 dataset. SL is sequence length. 

Method SL=200 SL=300 SL=400 SL=500 SL=600 

The 

proposed 
method 

PSNR 73.16 71.28 69.69 68.51 67.55 

STD 0.78 1.12 0.89 0.84 0.76 

SSD 28.68 49.38 70.88 92.75 115.48 

STD 4.56 6.65 8.51 10.39 12.00 

Method 
in [5] 

PSNR 67.72 65.83 64.38 63.26 62.29 

STD 4.20 4.17 4.15 4.19 4.20 

SSD 196.82 300.70 407.38 524.50 643.32 

STD 136.11 165.89 169.43 170.68 172.81 

Method 
in [23] 

PSNR 61.75 59.77 58.56 57.55 57.18 

STD 6.16 5.90 5.83 5.78 3.84 

SSD 444.40 685.60 910.30 1154.40 1396.80 

STD 129.55 144.26 154.27 160.67 166.75 

Table 7. The means and standard deviations (STD) of SSDs and 

PSNRs obtained with three methods on the 100 images in the val 

folder of the BSDS500 dataset. SL is sequence length. 

Method SL=200 SL=300 SL=400 SL=500 SL=600 

The 

proposed 

method 

PSNR 73.55 71.13 69.59 68.41 67.47 

STD 0.52 0.40 0.35 0.31 0.29 

SSD 28.94 50.36 71.62 94.09 116.66 

STD 3.41 4.53 5.57 6.59 7.70 

Method 

in [5] 

PSNR 67.72 65.83 64.38 63.26 62.29 

STD 4.20 4.17 4.15 4.19 4.20 

SSD 196.82 300.70 407.38 524.50 643.32 

STD 136.11 165.89 169.43 170.68 172.81 

Method 

in [23] 

PSNR 61.48 60.21 59.05 58.11 57.25 

STD 7.07 2.54 2.72 2.63 2.50 

SSD 461.10 710.50 937.50 1146.80 1389.30 

STD 140.05 152.03 160.74 162.08 167.27 

The test folder and the train folder both contain 200 

images and the val folder contains 100 images. Tables 5, 

6, and 7 show the mean values and standard deviations 

of the PSNRs and SSDs achieved by all methods on all 

sequences and images. The value of wd is chosen to be 1 

for the proposed approach. It can be seen from the tables 

that the mean values of PSNRs achieved by the 

proposed approach on images in all three folders are 

significantly higher than that achieved by the two other 

methods.  

4.4. Additional Analysis and Discussions 

The experimental results in subsection 4.2 show that 

most of stego images are generated with significantly 

improved similarities with their cover images by the 

proposed approach. The security of the proposed 

approach is thus higher than that of the other existing 

methods in general. In addition, the encryption of the 

information before hiding can robustly protect its 

content even in cases where the cover image is 

available to the adversary side.  

From the steps of the proposed approach, it is clear 

that the algorithm needs c+r integer keys in total to 

shuffle a sequence that contains up to cr bits. The key 

space is thus of size Sc+r, where S is the number of 

positive integers that can be determined to be co-prime 

with c or r by a computer. In the case where d one-

dimensional logistic mappings are used for encoding, 

the number of possible combinations of initial values 

for these one-dimensional logistic mappings is at least 

Ud, where U is the number of real numbers that can be 

generated by a computer between 0 and 1.  

It is straightforward to see that both S and U are 

generally large numbers and at least larger than 1000. 

The size of the key space is thus at least 103(c+r+d). For a 

sequence that contains more than 100 binary bits, if 5 

one-dimensional logistic mappings are used for 

encoding, this number is at least 1075, which suggests 

that the proposed approach is secure against attacks 

based on exhaustive search when the hidden sequence 

is of a moderate length.  

In [14], a hybrid approach based on computing error 

histogram and image interpolation with greedy weights 

is developed for the information hiding in medical 

images. The proposed algorithm differs from the 

approach developed in [14] in two major aspects. 

Firstly, the proposed approach searches in the image 

and determine the pixels for embedding with a 

dynamic programming approach, while the approach in 

[14] performs the embedding with an adaptive image 

interpolation-based approach. Secondly, the proposed 

approach encrypts the data that needs to be hidden 

within an image before the embedding is performed 

while the approach in [14] directly embeds the data 

into an image. 

5. Conclusions 

In this paper, a new approach is proposed for image 

based information hiding. The hiding of a sequence of 

binary bits into a gray scale image can be performed in 

two stages. In the first stage, the binary bits in the 

sequence are shuffled based on a set of positive integer 

keys, the shuffled sequence is then encoded with a 
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system of one-dimensional logistic mappings. In the 

second stage, the shuffled and encoded sequence is 

divided into regions of equal length and the regions are 

sequentially embedded into the gray values of the 

corresponding pixels in the given gray scale image.  

A dynamic programming method is used to 

efficiently determine the locations of embedding that 

can minimize the difference between a cover image 

and the corresponding stego image. This approach does 

not need the cover image or a standard image to 

recover the information hidden within a stego image. 

Experiments on a large number of images show 

that the proposed approach can achieve 

performance better than that of two other existing 

methods. The proposed approach is especially 

promising for perfect hiding when medical images 

are used as the cover images. In addition, analysis 

shows that the hidden information is secure 

against attacks based on exhaustive search. This 

approach is thus potentially useful for image based 

information hiding in a variety of applications. 
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