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Abstract: Today, due to the growing use of computer networks, the issue of security of these networks and the use of intrusion 

detection systems has received serious attention. A major challenge in intrusion detection systems is the enormous amount of 

data. The generalization capability of support vector machine has attracted the attention of intrusion detection systems in the 

last years. The main drawbacks of a support vector machine occur during its training phase, which is computationally 

expensive and dependent on the size of the input dataset. In this study, a new algorithm to speed up support vector machine 

training time is presented. In proposed method, First, Ant Colony Optimization (ACO) is used to find prototype samples, then a 

number of prototype samples is randomly selected and the approximate boundary is determined using support vector machine. 

Based on the approximate boundary obtained, boundary samples are determined using decision tree. Using these boundary 

samples, final model is obtained. To demonstrate the effectiveness of the proposed method, standard publicly available 

datasets have been used. The experiment results show that despite the data reduction, the proposed model produces results 

with similar accuracy and in a faster way than state-of-the art and the current Support Vector Machine (SVM) 

implementations. 
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1. Introduction 

Intrusion Detection System (IDS) is responsible for 

identifying any unauthorized use of resources and data 

by monitoring network traffic [9, 10, 19]. In [25], the 

smart hybrid model was developed to explore any 

penetrations inside the network. The major challenge 

in these systems is the high volume of data that is 

explosively increasing. The most important approach in 

this regard is to reduce data volume, reduce features 

and extract important features related to attacks [8, 20, 

21]. 

The generalization capability of Support Vector 

Machine (SVM) has attracted the attention of intrusion 

detection systems in the last years. The main drawbacks 

of a SVM occur during its training phase, which is 

computationally expensive and dependent on the size of 

the input dataset [1, 4, 11]. In this study, a new 

algorithm to speed up SVM training time is presented. 

Figure 1 shows how scalable a standard SVM is in a 

large dataset. As shown in Figure 1, as the number of 

samples increases, the training time increases 

exponentially [24]. 

The proposed method is designed to process 

relatively large datasets. A similar approach to 

proposed method is presented in [3]; the proposed 

strategy is different from the one used in [3]; Initially, 

Ant Colony Optimization (ACO) is used to find  

 
prototype samples, then a number of prototype 

samples is randomly selected and the approximate 

boundary is determined using support vector machine. 

A set of support and non-support vectors are 

determined using this approximate separating hyper-

plane. By using these boundary samples, final model 

is obtained. 

 
Figure 1. Inelasticity of a support vector machine. Horizontal axis 

number of sample data, vertical axis of training time per hour [24]. 

The major contributions of the proposed method 

are as follows:  

1. In this paper, a sample reduction method is 

proposed to discard the redundant samples. 

2. A new method is introduced to divide the training 

data into boundary and non-boundary patterns 
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based on the concept of real enemy. 

3. By using the boundary samples, final model is 

obtained. 

The structure of this article is organized as follows: 

Section 2 introduces research and work related to data 

reduction and intrusion detection systems. In section 3, 

the proposed model is presented. The effectiveness of 

the proposed model and its comparison with other 

similar methods is presented in section 4. Section 5 

presents conclusions and suggestions for the future. 

2. Related Works 

A major challenge in intrusion detection systems is the 

enormous amount of data [15]. The generalization 

capability of SVM has attracted the attention of 

intrusion detection systems in the last years. The main 

drawbacks of a support vector machine occur during its 

training phase, which is computationally expensive and 

dependent on the size of the input dataset [6, 7, 13, 17].  

The Class Boundary Maintenance Algorithm (CBP 

Algorithm) [16] is a multistage method for editing a 

training dataset. This method, is very simple and yet 

very effective to eliminate samples. In this method, the 

purpose is to preserve samples and data close to the 

class boundary. 

In [26], to develop a high-precision model for a large 

training set, a compromise between speed and accuracy 

in the classification training step is considered. To do 

this, it uses a number of k-means clustering algorithm 

iterations. At each clustering stage, the nearest and 

farthest sample to the center of the cluster is selected. 

In the following, a multi-core SVM is taught using 

selected examples. The evaluation results show that this 

method significantly reduces the size of the training 

dataset as well as the training time. At the same time, it 

obtains a function with relatively good accuracy. 

A number of ACO-based algorithms have been 

introduced in the literature with different classification 

learning approaches [18]. ADR-Miner, a recently 

proposed algorithm by the Anwar et al. [2], is an 

adaptation of the ACO meta-heuristic to perform data 

reduction via instance selection, in order to improve the 

predictive models of the produced classifiers. 

In [3], a method is provided to accelerate SVM in 

the test phase, estimating SVM decision boundary 

using a decision tree. To reduce the training data, the 

decision tree is used to select the samples close to the 

boundary decision. After determining the samples near 

the boundary decision, the final classifier will be 

obtained. 

To reduce the sample size of training data, a method 

called information entropy-based sample reduction is 

described in [14] to describe support vector data. In this 

method, the information entropy is computed for the 

distribution of each data sample. The distance between 

the two samples was used for the probability of 

uncertainty of each sample. Samples with higher 

entropy values are considered as samples near the data 

distribution boundary. All samples are removed with 

the entropy values below the threshold. 

The adaptive Edited Natural Neighbor (ENaN) 

algorithm [22] eliminates the noisy patterns based on 

the concept of natural neighbour obtained adaptively 

by the search algorithm of the natural neighbour. The 

constraint Nearest Neighbor-Based Instance 

Reduction (CNNIR) algorithm was proposed by [23]. 

It presented a constraint nearest neighbour chain, 

which only consists of three samples. It is used to 

choose the boundary samples, which can construct a 

rough decision boundary. After that, a specific 

strategy is given to reduce the boundary set.  

In [5], a novel SVM classification approach for 

large data sets based on Social Neighbors is 

introduced. 

3. Proposed Model 

An approach to determine the optimal subset of data is 

proposed. At first, it uses ACO, to find prototype 

samples, then a number of prototype samples is 

randomly selected and the approximate boundary is 

determined using SVM. ACO has been selected as 

part of the proposed method for many reasons: 

1. For the data reduction problem, the ACO 

algorithms are easily used 

2. The problem of reducing is an NP-hard 

optimization problem.  

3. It is easily understood, so that the behavior of the 

algorithm is not ambiguous for many specialists.  

Based on the approximate boundary obtained, 

boundary samples are determined using decision tree. 

In other words, it applies a combination of SVM and 

decision tree to determine boundary samples. The 

proposed method introduces a pre-processing step to 

quickly remove nonessential data. The training of 

classifier is done on those remained “useful” data. 

Figure 2 shows the proposed model and its stages.  

 
Figure 2. Schematics of the proposed model. 

It uses ACO Algorithm to select prototype samples. 

This method is discussed in more details in section 3. 
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3.1. Prototypes Selection  

It uses ACO Algorithm to select prototype samples.  
 n. This method is presented in Algorithm (1).  

 Initializing the Parameters 

To execute the algorithm, at first the number of ants, 

the number of process executions, the base pheromone 

value and the heuristic function are initialized. In the 

ant algorithm, the heuristic function η (i, j) represents 

the inverse of the value of the distance between two 

samples i and j. 

η(i, j) =
1

d(i,j)
 

 Selecting the Samples and Calculate its 

Probability Function 

For each of the ants, a number of samples from the 

training set will be randomly assigned, which would 

not be the final selection of those samples by the ant, 

and the final condition for the selection of the ant 

random sample i is based on the result of the 

probability function of that sample and finally the 

sample will be selected by the Roulette Wheel. 

Note: The Roulette Wheel mechanism is as follows. 

If the pheromone level of the sample selected is greater, 

then the probability function obtained for that sample 

will be greater and in the end, the chance of a final 

selection will be higher. 

Probability Function Formula  

 pi(t)
m  =

[τi(t)]
α

.[ηi(t)]
β

∑ [τi(t)]
α

.[ηi(t)]
β

iϵjm

  

 pi(t)
m  The probability function of sample i by 

ant m at time t 

τi(t) Amount of pheromone of sample i at 

time t 

ηi(t) Amount of pheromone of heuristic 

function i at time t 

α Determine the amount of impact the 

heuristic function on the sample path 

Β Determine the amount of pheromone 

effect present in the sample pathway 

 Evaluation of Ant Performance in Sample 

Selection 

At each run of the program, the final samples were 

extracted by the ants (based on the probability function 

value). Then in order to evaluate the performance of 

each ant in the final selection of samples, SVM is used 

and an ant is determined based on the maximum 

accuracy. 

 Pouring pheromones locally 

Once the samples have been selected by an ant, local 

pheromone operations are performed on the selected 

samples, this will increase the amount of pheromone 

available on the samples selected by the ant compared 

to the other samples. As a result, the chances of those 

samples being re-elected by other ants will increase. 

The following will explain the parameters used in the 

local update formulas. 

(t) + 
(1−φ)∗(n− LK  )

n
     φ ∗ 𝑆𝑚     (t)  = ∆𝜏 i

𝑚 

  φ Local pheromone evaporation coefficient 

(Local evaporation coefficient is equal to .3) 

 𝑆𝑚 The accuracy of classification of the ant m 

N Total number of training set samples 

 LK The number of samples selected by the ant 

m 

 Global Update Operation (Global Pheromone) 

At the end of the ant operation at each stage, a global 

update (pheromone update) is performed to perform 

the next step. In this case the base pheromone value of 

all samples will be updated. 

In fact, global update operations are performed to 

avoid ants' rapid convergence to an inappropriate path. 

We will continue to explain the parameters used in the 

global update formula. 

𝜏i (t+1) = (1 − 𝑝) ∗ 𝜏i 
(t) +∑ ∆𝜏 i

mN
m=1   (t) +∆𝜏 i

g (t ) 

𝑝 Evaporation rate of global pheromone 

effect 

𝜏i (t) The pheromone value of sample i at time 

t. 

∑∆𝜏 i

m
 The sum of the pheromone values poured 

by ants onto sample i 

∆𝜏 i

g The amount of ant pheromone selected 

N Total number of ants 

 Identify the best Ant and Choose the Best 

Examples 

By extracting the most effective ant samples from the 

training set at each stage, and separately calculating 

their performance precision in selecting the sample, 

the criterion for selecting the best ant will be based on 

the highest accuracy obtained for that ant, after 

determining the best ant among the other ants. Finally, 

the number of samples extracted by that ant will also 

be considered as the best samples. 

Note: If two or more ants have the same maximum 

accuracy, the second condition for selecting the best 

ants will be to have the least sample extracted by the 

ant. 

Algorithm 1: Prototype Selection Using Ant Colony 

Input: datasets (D) 
Output: Prototypes selection  

1- Initialize the parameters 

Start of ant operations 

2- Select samples randomly 

3- Calculate the probability function of samples  

4-  Ant evaluation in sample selection  

5- Pouring pheromones locally  

6- Global Update Operation (Global Pheromone)  
7-  Finishing the ants job 

8-  Pheromone update 

9-  N=N-1 

(1) 

(2) 

(3) 

(4) 
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10- If N==1 go to 2 

11- Identify the best ant and choose the best examples 

12-  Selected Prototypes 

3.2. Extracting Boundary Samples 

From obtained prototype samples in previous stage (T), 

small amounts and a representative of the data from 

data sets are selected to make the training of the 

classifier SVM possible. To make training (huge 

amount of data) possible, a subset S from the prototype 

samples is selected so that: | S | <| T | i.e., the 

cardinality of the selected subset (S) is less than the 

cardinality of the set (T). First, instead of obtaining the 

exact boundary, an approximate boundary is obtained. 

To obtain the approximate boundary, it is trained with a 

few patterns randomly selected (a number of data are 

randomly selected). The hyper-plane obtained before is 

used to determine support vector and non-support 

vector samples (Tsv).  

To determine which samples (T) are most likely to 

be boundary set, a classifier (decision tree or neural 

network) is trained based on Tsv data set. Using this 

classifier, Boundary samples of T is determined. 

Samples of T which are similar to SV’s are selected as 

boundary samples. By using the boundary patterns, the 
final model is made using the SVM. 

4. Experimental Setup 

Two benchmark datasets NSL-KDD and KYOTO [12] 

were used to evaluate the proposed intrusion detection 

system. NSL-KDD is a updated version of KDD cup99 

data set which suggested to solve some problems of 

previous version. The NSL-KDD dataset is a UCI 

dataset available from 

https://kdd.ics.uci.edu/databases/kddcup99/kddcup99.ht

ml. The details of this dataset are presented in Table 1. 

Table 1. NSL-KDD dataset. 

Feature 

name 

Feature 

no. 

Feature  

name 

Feature 

no. 

Feature  

name 

Feature 

no. 

Same srv rate 29 Su attempted 15 Duration 1 

Diff srv rate 30 Num root 16 Protocol type 2 

Srv diff host 

rate 
31 

Num file 

creations 
17 Service 3 

Dst host 
count 

32 Num shells 18 Flag 4 

Dst host srv 

count 
33 

Num access 

files 
19 Source bytes 5 

Dst host same 

srv rate 
34 

Num outbound 

cmds 
20 

Destination 

bytes 
6 

Dst host diff 

srv rate 
35 Is Host login 21 Land 7 

Dst host same 

sreport rate 
36 Is guest login 22 

Wrong 

fragment 
8 

Dst host diff 

host rate 
37 Count 23 Urgent 9 

Dst host 

serror rate 
38 Srv count 24 Hot 10 

Dst host 

srvserror rate 
39 Serror rate 25 

Number failed 

Login 
11 

Dst host 

rerror rate 
40 Srvserror rate 26 Logged in 12 

Dst host 

srvrerror rate 
41 Rerror rate 27 

Num 

compromised 
13 

Class lable 42 Srvrerror rate 28 Root shell 14 

 

As it can be seen in Table 1, each record in the 

NSL-KDD dataset has 41 attributes and each record 

falls into either normal (non-attack) or unusual 

(attack) traffic modes. Therefore, each record in this 

dataset belongs to the normal class or belongs to one 

of the types of attacks. The total number of attacks in 

this dataset is 22. 

Table 2. Kyoto dataset. 

Feature name Feature no. Feature Name Feature no. 

Dst host srv count 10 Duration 1 

Dst host same sre 

port rate 
11 Service 2 

Dst host serror rate 12 Source bytes 3 

Dst host srvserror 

rate 
13 

Destination 

bytes 
4 

Flag 14 Count 5 

Source port number 15 Same Srv count 6 

destination port 

number 
16 Serror rate 7 

Lablel 17 Srvserror rate 8 

- 18 Dst host count 9 

 

The Kyoto dataset is from the KYOTO University 

dataset available at 

http://www.takakura.com/Kyoto_data/. As shown in 

Table 2, each record in the Kyoto dataset has 17 

attributes, and each record belongs to either normal 

(non-attack) or unusual traffic. 

In these datasets, each record has different attributes, 

some of which are discrete or persistent, number or 

string. Non-number attributes are converted to number 

(for example attributes such as: protocol, service). 

Some properties also have nominal or interval values, 

so pre-processing is required before entering the 

classification.  

The performance of the proposed method is 

compared with three new methods: 

1. Fitcsvm implemented new version of SVM and 

state of the art for SVM training (Mat lab 2016.b),  

2. Data selection based on decision tree for SVM class 

in the set large Data (DSDTSVM) [3] and Ant 

Colony Optimization [1], the FIFDR method [21], 

shell extraction (shel) [13]. 

For the experiments, the training set is divided into ten 

equal parts using the validation method 10-fold. All 

the simulations are done in MATLAB R2016 on a 

system with a Core i2 processor and 4GB of memory. 

Newer versions of SVM in Matlab (Matlab.2016b) 

have better performance in terms of performance, 

training time and test time than other versions. Since 

the experiments in previous sources used more 

Libsvm, the comparison of performance, training time 

and test time between the two new versions of the 

support vector machine with increasing number of 

samples is shown in Figure 3. As it can be seen in 

each of the three sections, Fitcsvm has better 

scalability. Therefore, the proposed model uses this 

version as the base model. The experiment was 

performed on the NSL-KDD dataset. The number of 

http://www.takakura.com/Kyoto_data/
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training data samples starts from 1000 data samples and 

increases to 100,000 data samples. 

 

 
a) Y-axis: performance. b) Y-axis: training time 

in hours. 

c) Y-axis: test time in 

hours. 

Figure 3. Comparing LIBSVM and Fitcsvm. X-axis: # of data 

points. 

To evaluate models, it is necessary to use relevant 

criteria in this area. In this study, the accuracy criterion 

was used to evaluate the performance of the proposed 

method. Tables 3 to 8 show the simulation results of the 

proposed system for each dataset.  

Table 3. Comparison of the average accuracy of the proposed 
method and other algorithms. 

Dataset\Method svm ACO 
DSDT 

SVM 
shel Fifdr 

Proposed 

method 

NSL-KDD 98.7 99.5 99.3 85.4 95.3 98.9 

Kyoto 97 98 96.8 72.8 86.2 97.3 

Table 4. Average Training Time of the proposed method and other 

algorithms. 

Dataset\Method svm ACO 
DSDT 

SVM 
shel Fifdr 

Proposed 

method 

NSL- 

KDD 
105 185 68.6 1.8 0.7 11.6 

Kyoto 138 283 28.2 6.7 3.7 24.2 

Table 5. Average Test Time of the proposed method and other 

algorithms. 

Dataset\Method Svm ACO 
DSDT 

SVM 
shel Fifdr 

Proposed 

method 

NSL- 

KDD 
16.0 10.4 5.8 0.3 0.8 3.9 

Kyoto 13.7 6.3 9.0 1.7 1.11 5.1 

Table 6. Average number of support vectors of the proposed method 
and other algorithms. 

Dataset\Method svm ACO 
DSDT 

SVM 
Shel Fifdr 

Proposed 

Method 

NSL- 

KDD 
6389 3503 2247.5 701 1625 1559 

Kyoto 6441 2019 3105 1204 1377 1574 

Table 7. Average condensation (Cond) percentages of the proposed 
method and other compared algorithms. 

Dataset\Method ACO 
DSDT 

SVM 
Shel Fifdr 

Proposed 

Method 

NSL- 

KDD 
57.6 69.8 80.6 91 85.70 

Kyoto 48.5 79.2 
 

82.7 

 

76.6 
91.12 

 

Table 8. Comparison of the average preprocessing time of the 

proposed method and other algorithms. 

Dataset\Method ACO 
DSDT 

SVM 
Shel fifdr 

Proposed 

Method 

NSL-KDD 6.7E+11 0.853 0.6 2.9 0.552 

 

Kyoto 
1.0E+12 0.736 

 

0.88 

 

7.58 
0.673 

5. Analysis of Results 

In this study, an algorithm that reduces the size of the 

training dataset is proposed. It is clear that the 

proposed method eliminates a large amount of data 

which may have a direct impact on performance, 

because the reduced subset may miss important 

features. The experimental results show that in some 

cases, the accuracy obtained with the proposed 

method is better than the classification of the data with 

the whole dataset. This result shows that the proposed 

algorithm eliminates the boundary instances that cause 

noise in the decision process. However, the proposed 

method improves training time, test time (Tables 4 and 

5) and reduces the number of support vectors (Table 

6) compared to other methods. The proposed 

algorithm uses a function that helps to select the best 

examples in the data set.  

The number of support vectors of the proposed 

method is much lower than the other methods (Table 

6), and due to the relationship between data 

complexity and the number of support vectors, the 

complexity of this method is lower than of other 

comparable methods. And thus it's more generalizable. 

According to the structure of the SVMs, the 

training time of the SVM is exponentially dependent 

on the number of training samples. Therefore, by 

applying the output of this method to training will 

reduce the time of training. By examining the results 

of Table 7, it is concluded that the compression rate of 

the proposed method is higher than the other methods 

and despite its high compression rate, it has relatively 

high efficiency.  

By examining Tables 3 to 8, it is concluded that by 

accepting a pre-processing time (Table 8), the 

proposed method is scalable for the data set of 

intrusion detection systems and at the same time 

operates with high classification accuracy. 

6. Conclusions 

In this paper, a new method was introduced, that 

reduces the size of the training dataset. The main 

challenge in classifying large-scale data sets is that it 

is difficult to train a model in a time-efficient and 

high-accuracy manner. The proposed method is 

designed to process relatively large datasets. This 

study was conducted to present a useful method for 

reducing the number of data, in which the training set 

is divided into the boundary, non-boundary. Boundary 

02

1 3 5 7 9

Accuracy

fitcsvm
libsvm

01000

1 5 9

training
time

fitcsvm
libsvm

0200

1 4 7 10

test
Time

fitcsvm

libsvm
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patterns contain amounts of information to exactly 

describe the decision function. On the contrary, non-

boundary patterns far away from the class boundaries 

have small effect on the classification performance, but 

reserving the suitable non-boundary patterns can help 

to improve the performance. A framework is proposed, 

which retains a suitable number of samples while 

discarding the redundant samples to achieve a good 

accuracy as well as a fast training and testing speed. 

Experimental results show that the proposed algorithm 

can improve the reduction rate, while maintaining or 

improving the accuracy.  
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