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Abstract: Advancements in technology have introduced new approaches in teaching and learning processes. Machine learning 

algorithms analyse and recognize patterns of data and subsequently become able to make reasonable decisions. In playing 

complex games, such as chess and go, machine learning algorithms have even already outperformed humans. This paper 

presents a software platform ‘DiscimusRW’ that introduces a novel approach for teaching, learning, and researching random 

walk theory and getting hands-on experience in machine learning. Random walk theory represents the foundations of many 

fundamental processes, including the diffusion of substances in solvents, epidemics’ spread, and financial markets’ development. 

‘DiscimusRW’ is composed of three main features: 1. Random walk generation using mathematical Equations, 2. Random walk 

classification using supervised learning algorithms, and 3. Random walk visualization. A few users who explored ‘DiscimusRW’ 

showed an interest and positive feedback that assured the experiential learning experience achieved using this software, which 

will therefore reinforce random walk teaching and learning. 
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1. Introduction 

Random walks are mathematical objects that consist of a 

sequence of random steps. A popular application is the 

characterization of Brownian motion, the random 

motion of particles dispersed in a solution, first described 

for pollen in water by the botanist Robert Brown in 1827 

[3]. In 1905, Einstein’s paper on the random walk theory 

of Brownian motion had an enormous impact on our 

view of the world: it provided evidence for the existence 

of atoms at a time when most scientists still believed that 

matter was a continuum [7]. Nowadays, the concept of 

random walks is nearly ubiquitous in science, 

engineering, and beyond. On the microscale, for 

example, the motility of cells under the microscope 

depends on the age of the donor [29]. Characterizing the 

swimming of bacteria helps us to understand how they 

find food [2], and studying sperm enables us to learn how 

they find the egg [16]. Artificial, micrometer-sized self-

propelled particles may serve as intelligent drug-delivery 

vehicles in the future [27]. On the macroscale, the motion 

of pedestrians has random aspects, which can be crucial 

to designing evacuation routes [10]. 
Artificial intelligence is intelligence demonstrated by 

machines, with the Turing test as an early suggestion on  

how to decide whether a machine shows intelligent 

behaviour [32]. A landmark in the development of 

artificial intelligence was the Dartmouth workshop in 

1956, where the term ‘artificial intelligence’ was first 

Introduced [23]. Nowadays, we often connect artificial 

intelligence with machine learning and handling ’big 

data’, i.e., processing large amounts of data that cannot 

be analysed in a reasonable time frame using 

conventional approaches. Applications in daily life 

include a variety of tasks, such as optical character 

recognition [24], speech recognition [22], and shopping 

suggestions [20]. However, machine learning has also 

opened new routes and widened the horizons in scientific 

research. Scientific applications include but are not 

limited to protein folding [15], efficiently solving physics 

problems (e.g., modeling the weather) [30], self-driving 

cars [38], robotics [8], medical image analysis [34], and 

image classification in general [19]. 

E-Learning is a well-established format for learning, 

where distance learning has been adapted to the online 

environment [6]. Virtual course offers have been of very 

high interest recently when in-person courses had to be 

suspended in many places worldwide [33]. Compared 

with traditional formats, online formats offer novel 
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possibilities for course design, such as introducing 

gamification into education [42]. However, learning 

based on own experience is vital to achieving a thorough 

understanding [18]. In particular, numerous studies on 

teaching in Science, Technology, Engineering, and 

Mathematics (STEM) highlight the importance of hands-

on experiences. Thus, new approaches in STEM course 

development range from a biology lab course that aims 

to enhance experimental design skills [17] to a project-

based course on statistical physics [21]. Furthermore, 

efforts are made to develop cost-effective tools for 

hands-on experiments; recent examples are the widely 

available paper-microscope ‘Foldscope’ [5] and 

instructions that allow constructing a microscope made 

of LEGO® bricks at home [43]. 

Unfortunately, today’s E-learning courses often do 

not include experiential learning opportunities. At the 

same time, the wide availability of mobile phones, 

tablets, and computers allows us to develop digital tools 

for experiential learning without the need for expensive 

lab equipment. Although such websites, programs, and 

applications have often been developed to be applied in 

in-person courses, their easy accessibility allows 

teachers to include them also in E-Learning course 

modules. One example is phyphox, an application that 

enables teachers and students to conduct traditional 

physics experiments by exploiting the measuring 

capabilities of mobile phones [36]. Also, entirely virtual 

web applications have been developed, such as a multi-

agent programmable modeling environment [39], a 

collection of interactive applications to explore complex 

systems [44], and many other virtual or remote 

laboratory experiments [14]. Machine learning is heavily 

based on computational statistics [13]; therefore, it 

should be well suited for developing digital, experiential 

learning opportunities.  
In this paper, we present a web application that 

classifies random walks in two dimensions using 
machine learning. Users can easily visualize the 2D 
walks on the screen, which is convenient for judging the 
machine learning model’s performance by eye and for 
rationalizing in which cases the model works well and 
when problems may occur. We use data sets consisting 
of step lengths and angles between consecutive steps as 
feature vectors. We have trained three machine learning 
models using Python and imported the models into a web 
application based on Django. Furthermore, we used 
several programming languages for the project, 
including Python 3, HTML/CSS, JavaScript, and SQL 
for the project database. For dynamic development, agile 
methodology has been adopted, which is a people-
focused, results-focused approach to software 
development that respects our rapidly changing world. 

The structure of the paper is as follows. In section 2, 

three types of random walks and the generation of 

trajectories is described. In section 3, the training of the 

machine learning models along with the evaluation 

metrics is discussed. In section 4, the software features 

and the development methodology of DiscimusRW are 

presented. Finally, in section 5, a discussion and 

conclusions are given. 

2. Random Walk Dataset Generation 

An ideal random walk can be thought of as a trajectory 

of a diffusing particle, see Figure 1. Each trajectory can 

be represented by a set of points, obtained by 

determining the particle position in regular time intervals 

using a microscope. It can be characterized by the size of 

the particle and the viscosity of the fluid used for the 

experiment. However, in addition to these two well 

controlled experimental parameters, the motion of a 

particle will be subject to thermal noise. Therefore, 

trajectories of equal length recorded independently of 

each other can-on the first view-appear to be 

fundamentally different. Mathematically, a simple 

random walk can be generated by 𝑁 consecutive steps 

that are connected with random angles. For machine 

learning, the random walk can be represented as a feature 

vector composed of the set of step lengths and angles.  

However, for example in biological systems, the 

random motion of cells may not be well described using 

ideal random walks. For example, swimming E.coli 

bacteria move straight driven by their flagellar 

propulsion and randomly change their direction of 

motion by tumbling in irregular time intervals. In the 

presence of a food gradient, the bacteria preferably move 

in the direction of increasing food concentration. Their 

trajectories can be described by persistent and biased 

random walks, respectively, see Figure 1. We mimic the 

trajectory of a persistent random walk by consecutive 

steps of fixed average lengths, connected with angles 

randomly chosen in a restricted range, 𝛼 <  𝛼𝑚𝑎𝑥. For 

biased random walks, the restricted random angles are 

determined with respect to a specified, fixed direction in 

space. 

 
Figure 1. Random walk trajectories with fixed step length 1: ideal 

(red), persistent (blue), and biased random walk (green). 

3. Random Walk Classification 

A wide range of supervised machine learning 

techniques exists that can be used for building predictive 

models for random walk trajectories. The random walk 

feature vectors are classified by identifying patterns in 

the sets of step lengths and angles to predict the random 
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walk type, see Figure 2 several machine learning models 

have been trained using a random walk dataset that 

contains on average 300 walks of each type with N=20 

steps and ɑmax=20º. In this study, further supervised 

learning techniques were examined in addition to the 

three techniques that were explored in the initial study 

[25]. 

Various classifiers have been investigated in the 

current study, see Table 1. 

1. A logistic regression classifier that comprises 

classification trees with logistic regression functions 

at the leaves [40]. 

2. A neural network, a multi-layer perceptron with 

backpropagation [12]. Here, 200 iterations for 

training three layers [512 x 20 x 10] with the ReLu 

activation function were used for the random walk 

classification.  

3. A K-Nearest Neighbor (KNN) algorithm, where the 

classification is made according to type of most local 

neighbors [4]. 

4. Naïve Bayes, a probabilistic classifier based on 

Bayes’ theorem with the assumption of feature 

independence [31]. 

5. A decision tree, which splits the data into nodes 

according to class purity- making the dataset features 

the branches, and the dataset targets as the leaves of 

the tree [28]. 

Moreover, ensemble learning techniques were exploited 

in the experiments as well [41]. 

6. Random forest, an ensemble supervised learning 

technique that generates a multitude number of 

decision trees whereas the decision of the random 

forest is the decision selected by most trees [11]; 10 

trees were used in the Random Forest classifier. 

7. Adaboost, yet another ensemble supervised learning 

technique that combines weak learners, where each 

learner adapts a data sample to boost the performance 

[9], 50 weak learners were constructed for the 

AdaBoost classifier. 

The classification models were evaluated using 

stratified cross-validation with 10 folds. The 

classification performance metrics have been adopted in 

this study to evaluate the performance of different 

predictive models: 

1. Classification Accuracy (CA), the fraction of correct 

predictions to the total number of predictions [1]. 

2. Precision, the fraction of true positives to the total 

number of positive predictions, which shows the 

quality positive predictions [37]. 

3. Recall, the fraction of positive predictions to the total 

number of positive cases [37]. 

Table 1 presents a summary of the evaluations for the 

aforementioned seven trained models. The Neural 

network classifier achieved the highest accuracy as 

97.31%. Moreover, the ensemble learners (i.e. 

AdaBoost and Random forest) achieved a similar 

classification accuracy. The logistic regression 

classifier performance was worst. 

Table 1. Results of classification models using stratified 10-fold 
cross-validation. 

Model Accuracy Precision Recall 

AdaBoost 97.21% 97.21% 97.21% 

kNN 93.22% 93.39% 93.22% 

Log-Regression 57.23% 58.03% 57.23% 

Naive Bayes 75.57% 75.36% 75.57% 

Neural Network 97.31% 97.37% 97.31% 

Random Forest 96.41% 96.51% 96.41% 

Tree 97.21% 97.29% 97.21% 

Table 2. Confusion matrix of the random walk classification model 
using neural network. 

 
Predicted 

A
c
tu

a
l 

 
Biased Ideal Persistent 

Biased 286 0 20 

Ideal 0 267 2 

Persistent 5 0 423 

The confusion matrix of the neural network model, 

given in Table 2 shows the misclassified instances, 

where 20 biased random walk instances were 

incorrectly classified as persistent, and 2 ideal random 

walk instances classified as persistent. Additionally, 5 

persistent random walks were classified as biased 

random walk. Consequently, one can tell that there is a 

similarity in the patterns between persistent and biased 

random walks, which can be inferred visually from 

Figure 1.

 

 

 

 

 

 

 

Figure 2. Form for entering step lengths and angles between subsequent steps of random walks, which constitute the feature vector. 
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4. DiscimusRW, E-Learning Platform for 

Random Walk 

DiscimusRW is a web-based online system based on 

Django web technology to support teaching random 

walks and machine learning. The application uses 

machine learning models to classify 2D random walks 

that a user can provide. In a teaching setting, the 

application can for example be applied to determine the 

sizes of spherical particles that diffuse based on their 

trajectories. 

4.1. DiscimusRW Features  

DiscimusRW comprises two roles: admins (e.g., teachers) 

and students associated with an admin. In this section, 

we focus on the functionality that the application offers 

to students, see Figure 3. Students can enter step lengths 

and angles between steps as feature vectors representing 

random walks, visualize, and classify random walks. For 

classification, the application has been trained using data 

sets of random walk trajectories generated with the help 

of mathematical models. Beyond the basic functionality, 

the application allows users to download the plots of 

their random walks and classification results. 

a. Entering a data set for a random walk 
Users can enter feature vectors for random walks via 

their step lengths and angles between subsequent steps 

using an online form, see Figure 1. For example, these 

values can be extracted from trajectories of the Brownian 

motion of passive particles observed through a 

microscope or of the active motion of swimming 

bacteria. Alternatively, the application offers default 

values as examples for particular types of random walks, 

which an admin provides. 

b. Visualize a random walk trajectory 
Users can visualize the random walk for the data set they 
provided on screen, see selected trajectories shown in 
Figure 2. Visualization is an important step for both 
experimental and simulation data. Furthermore, seeing 
the random walks allows users to attempt to classify the 
data by eye, “This looks like a biased random walk.”, and 
to later better understand the classification result that the 
application provides. 

c. Classify a rndom walk trajectory 

Users can classify random walks for the feature vectors 

they provided. The application allows the user to select 

one of several types of pre-trained machine learning 

models available. Different stages of training can be 

chosen for each of the models, which will allow the user 

to directly experience the improved classification if the 

model has been trained with more data. 

 

 

 

Figure 3. Workflow for visualization and classification applied in 

DiscimusRW. 

4.2. Development Methodology 

DiscimusRW has been developed to serve as a tool for 

teaching. However, app development has also been an 

educational project, conducted as a thesis project at 

Bethlehem University. The application requirements 

were formulated based on interviews with teachers and 

students in both Palestine and Germany. Furthermore, 

requirements that were not clear at the beginning were 

clarified by involving users in the development process 

and obtaining their review and feedback after completing 

each step. Therefore, agile software development was 

adopted because it is flexible, fast, and keeps the project 

updated with changes of the environment. It aims at 

continuous improvements in quality, using practices like 

Scrum and extreme programming. Agile development 

contributed to the completion of the application in a 

shorter and faster time and allowed us to give the 

stakeholders and potential customers qualified services. 

All this led to customer satisfaction with the application. 

The Agile methodology depends on continuous 

communication with customers, which has been done in 

this project [35]. Weekly meetings were held with 

customers to record their reactions and reviews about the 

application; these reviews and reactions were used to 

improve the application quality and develop what the 

customers might like. 

The Agile methodology was followed to gain the 

agile development values: 

1. Planning: The customers’ requirements are taken and 

classified, in addition to identifying the specific 

customers for the project and the technologies that 

will be used for implementing the project. 

2. Design: The software development diagrams are 

made, which explain and clarify how the program 

works, such as a workflow diagram. 

3. Development: The design is translated into code, and 

the application constructs become alive. All 

programming languages and tools for the program 

development are selected, including the operating 

system, the Integrated Development Environment 

(IDE), and more. 

4. Testing: The accomplishments of the project are 

verified and validated by regularly presenting it to the 

The user enters a feature vector: step lengths 

and angles of a random walk. 

The user visualizes the trajectory 

of the random walk. 

The application classifies the trajectory as ideal, 

persistent, or biased random walk. 
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customers. Reactions, reviews, and customer 

suggestions are recorded and considered for the 

project’s subsequent development.  

5. Deployment: The project is completed and released to 

the end-users in the production environment. Upon 

completion of all steps, the activities cycle was 

repeated, as the project was divided into smaller parts 

to facilitate working on them and conducting work 

faster. 

Agile testing was used to ensure that the project was 

running correctly and reliably. Regular testing after each 

agile iteration facilitated monitoring and inspecting 

vulnerabilities. Furthermore, the application was 

regularly validated by user acceptance testing, which 

determines whether the application conforms to the 

users’ requirements collected in the interviews 

throughout the development process, and not only just 

before deploying the application for use. 

5.  Discussion and Conclusions 

Brownian motion can be easily demonstrated in high 

schools at the level of diffusion of potassium 

permanganate in cold and hot water; even single-particle 

motion can be observed by students watching milk under 

the microscope. Unfortunately, neither observing 

collective diffusion nor following the motion of single 

particles under the microscope allows students to 

rationalize random walks using probability theory and 

statistical error. Similarly, artificial intelligence is 

abundant in everyday life, but the concept of predicting 

the behaviour of systems for which noise plays a crucial 

role appears mysterious to many. One of the main 

reasons may be that statistics, the basis of machine 

learning as the modern approach to implementing 

artificial intelligence, is not very popular. Despite the 

growing importance of machine learning in research for 

applications, teaching statistics is often underrepresented 

in high schools and universities outside the mathematics’ 

core discipline.  

Using machine learning to classify trajectories of 

random walks, which can be obtained from tracing 

particles that exhibit Brownian motion, is a natural 

combination for including digital tools in in-person and 

E-Learning courses. Brownian motion and diffusion 

taught in high schools are relevant for all three classical 

disciplines: biology, chemistry, and physics. 

Furthermore, the importance of probability and statistics 

is immediately evident by simply comparing trajectories 

of a few walks. At the same time, the approach of 

classifying single trajectories using machine learning is 

novel and conceptionally different from classical 

analysis approaches, such as mean-squared 

displacements calculated for ensembles of walks. We 

developed DiscimusRW, a web application to provide an 

experiential learning opportunity for statistics using 

random walks and machine learning. The requirements 

and specifications for the application were extracted 

from interviews with teachers and students in Palestine 

and Germany and continuously refined during the 

development. We used agile methodology, which is 

based on adaptive planning and self-organization; a short 

delivery time was exploited to manage the software 

development activities. 

From a technical point of view, DiscimusRW allows 

students to visualize and classify two-dimensional 

random walks. Feature vectors that describe the 

trajectories can either be entered by the student or 

suggested by the application. Various random walks can 

be generated using mathematical models without the 

need for experiments or high-level computing resources. 

Several machine learning algorithms were used for 

classification, including the classical algorithms K-

nearest neighbours, Gaussian Naïve Bayes, and decision 

tree learning. Users can select the model with that they 

would like to analyse their data and compare the 

performance of the three algorithms and experience the 

importance of the size of the training set. 

From a teaching point of view, our work addresses a 

wide range of subject fields in STEM education. The 

application is not limited to natural science students; it 

can also be used for students in computer science to teach 

machine learning. For teaching natural sciences, random 

walks are ideal for experiential teaching statistics and 

machine learning because they are taught regularly in 

science departments in universities, scientific institutes, 

and some high schools. Furthermore, an experiential 

approach to understanding the importance of statistics 

often cannot be achieved by wet-lab experiments but is 

readily provided by information technology. For 

teaching computer science, the application contains 

several machine learning models that enable students to 

compare their classification performance metrics. The 

students will thus understand the importance of feature 

vectors, training, and algorithms. Teachers that act as 

admins can tailor the user experience according to the 

level of education of their group of students. 

We anticipate DiscimusRW to provide an engaging 

way for teaching random walks and machine learning in 

schools and universities; in particular, the task of 

machine learning random-walk trajectories is also of 

current research interest [26]. The follow-up steps to 

establish DiscimusRW for education and training will be-

in addition to further technical development-to develop 

accompanying pedagogical concepts and supply 

teaching material for the various target groups. 
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