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Abstract: Data mining is an extremely challenging and hopeful research topic due to its well-built application potential and 

the broad accessibility of the massive quantities of data in databases. Still, the rising significance of data mining in practical 

real world necessitates ever more complicated solutions while data includes of a huge amount of records which may be stored 

in various tables of a relational database. One of the possible solutions is multi-relational pattern mining, which is a form of 

data mining operating on data stored in multiple tables. Multi-relational pattern mining is an emerging research area and it 

has been received considerable attention among the researchers due to its various applications. In the proposed work, we have 

developed an efficient approach for effectual mining of relational patterns from multi-relational database. Initially, the multi-

relational database is represented using a tree-based data structure without changing their relations. A tree pattern mining 

algorithm is devised and applied on the constructed tree-based data structure for extracting the frequent relational patterns. 

The experimentation is carried out on customer order database and the comparative results demonstrate that the proposed 

approach is effective and efficient in mining of relational patterns. 
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1. Introduction 
 

Large amount of information belonging to diverse 

enterprises can easily be accessible from the databases 

because of widespread computerization and affordable 

storage facilities. The main target of this huge data 

collection is the utilization of this information to 

achieve competitive remunerations, by identifying the 

previously hidden patterns in data that can direct the 

process of decision making [23]. Data mining emerge 

as a promising solution for discovering the knowledge 

hidden in databases. Data Mining is formally defined 

as “the non-trivial mining of implicit, previously 

unknown and potentially useful information from data 

in databases” [21]. Data mining is used in both private 

and public sectors for their multiple purposes [27]. 

Descriptive and Predictive are the two general classes 

of data mining techniques. Pattern recognition is the 

main intention of descriptive data mining e.g., product 

configurations produced in mass customization 

applications [3]. Clustering, Association rule mining, 

and sequential pattern mining are some of the 

descriptive data mining methods [18]. The intention of 

predictive data mining is to construct frameworks for 

resolving or predicting an outcome, e.g., a stock level 

[3]. The tasks of predictive data mining are 

classification, regression and deviation detection. 

Data mining algorithms searches the patterns in 

data. Most of the mining approaches are propositional 

and search for patterns in a single data table. 

Moreover, a huge body of work is available for 

methods handling data from a single relation. The 

single relation approaches are often extended 

effectively to handle multi-relational data. Mining data 

includes complex or structured objects and the 

normalized representation of such objects in a 

relational database needs multiple tables [10, 31]. 

Relational databases are one of the wealthiest sources 

of knowledge in the world and also it is the most 

reputed warehouse for structured data [8, 29, 30]. A 

relational database contains a set of labeled tables, 

often called as relations that individually act as a single 

table. This relation describes how certain columns in 

one table can be used to search information in related 

columns in another table, thus relating sets of records 

in the two tables [12]. Relational database requires 

effective and efficient technique for mining the pattern 

based on the data stored in multiple tables. In this 

process, important characteristics are extracted from 

datasets stored in multiple tables with one-to-many 

relationships format [2]. 

Relational Data Mining (RDM) approaches search 

for patterns which contain multiple tables (relations) 

from a relational database [18]. To draw attention to 
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this fact, RDM is usually referred to as Multi-

Relational Data Mining (MRDM). MRDM is the 

multi-disciplinary field, which discovers knowledge 

from relational databases containing multiple tables 

[28]. The aim of MRDM is to discover patterns and 

models spanning all the tables and links which either 

describe or predict the target entity or attribute, using a 

given database that contains multiple tables related 

through foreign key joins, a target table (that normally 

represents a certain real-world entity type) and 

preferable target attribute (e.g., a class label attribute) 

[7, 11]. An extension to the simple transactional data 

model is called Multi-relational data mining. The 

major data mining tasks, including association 

analysis, classification, clustering, learning 

probabilistic models and regression, has been 

considered in the current MRDM approaches [9, 16].  

While searching for patterns in multi-relational data, 

it is noted that patterns are enclosed with multiple 

relations. These patterns are usually affirmed in a more 

expressive language than the patterns defined on a 

single data table [10]. This specifies that, relational 

pattern engross multiple relations signifies the 

information as a set of relations. This is due to the 

reason that, a relational table comprises of a set of 

multiple tables and a set of associations (i.e., 

constraints) among pairs of tables that describes how 

records in one table relate to records in another table 

[25]. The relationship of certain pattern hidden inside 

data collections are discovered by relational patterns 

across multiple databases. The mining of relational 

patterns across multiple databases is an interactive 

process, where one of its techniques is described as 

follows. When a user provides a query to the system it 

identifies all patterns satisfying the query, in an 

effectual way. If the pattern exists within the relational 

database (pattern tables), it is impossible for a user to 

query the collection of all possible patterns using SQL 

[6]. Moreover, several researches are available in the 

literature for multi-relational pattern mining in recent 

times.  

With great interest in this research area, we have 

proposed an efficient multi-relational pattern mining 

approach. In the proposed approach, the data in the 

multiple tables are represented using the tree-based 

structure. The constructed tree is named as Multi-

Relational tree (RM-tree), where the nodes denote the 

tuples of the relational database. The RM-tree is then 

used to mine the relational patterns and these patterns 

are said to be frequent, only if the number of tuples 

that contain the relational pattern are higher than the 

minimum support threshold level. For mining frequent 

relational pattern, we have developed an efficient tree 

pattern mining algorithm that uses the positional data 

for traversing and searching the nodes of the RM-tree.  

The basic outline of the paper is organized as 

follows. A brief review of the researches related to the 

proposed approach is discussed in section 2. The 

proposed approach for relational pattern mining is 

described in section 3. The experimental results of the 

proposed approach are presented in section 4. Finally, 

the conclusion is given in section 5. 

 

2. Review of Related Researches 
 

A handful of research works available in the literature 

deals about the mining of multi-relational data. Several 

literary works related to multi-relational pattern mining 

and multi-relational association rule mining exist in the 

literature. A few of the most recent literature works in 

this topic are reviewed in this section. 

Prolog databases and Datalog queries are the two 

streams of preceding work that deal with the discovery 

of association rules over multiple relations. The MRI 

Iceberg-cubes mining technique have established a 

new approach. But it does not consider the cyclic join 

paths; hence, Liang et al. [17] have proposed an 

algorithm called Extended-MRI-cube, which is based 

on the MRI-Cube algorithm, in order to manage the 

cyclic join path situation. Their experiments have 

revealed that the algorithm was more applicable and 

efficient than the existing methods. 

MRDM is concerned with data having 

heterogeneous and semantically rich relationships 

between various entity types. Seid and Mehrotra [24] 

have introduced a multi-relational iceberg-cubes (MRI-

Cubes) as a scalable method for calculating data cubes 

(aggregations) effectively over multiple database 

relations, and this method specifically served as 

mechanisms to calculate frequent multi-relational 

patterns “item sets”.  

Makino and Inuzuka [20] have proposed an ILP 

(inductive logic programming) based approach which 

is more efficient and treats patterns on various tables. 

IPL approach based patterns miners have produced 

significant patterns and these patterns are widely 

applicable but still, computationally expensive. The 

benefit of MAPIX is it creates patterns by combining 

atomic properties extracted from samples. Contrasting 

to other algorithms, it gained efficiency through 

confining patterns into combinations of the atomic 

properties.  

Based on concepts and methods of relational 

database, Zhang [32] has proposed a new general 

algorithm called MMRFP for multi-level multi-

relational frequent pattern discovery. Particularly, they 

have defined the search space on the basis of 

conjunctive query containment.   It is a well-known 

concept in relational database theory, which 

successfully discover multi-level multi-relational 

frequent pattern as well as diminish the semantically 

reoccurring patterns regarding the concept hierarchies’ 

background knowledge. Theoretical analyses and 

experimental results have revealed the high 

understandability, accessibility, efficiency and 

scalability of the proposed algorithms. 
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Inuzuka et al. [14] have extended the bottom-up 

relational miner MAPIX. It produces the patterns 

containing a large part of instances in the target 

relation match by inputting a relational database with 

multiple relational tables including a target relation. 

The patterns are specified using logical formulae. Even 

though the widely accepted system WARMR produces 

and analyses possible patterns, it still has certain 

restrictions in its efficiency. MAPIX used a bottom-up 

approach and achieved efficiency at the cost of variety 

of patterns. The merits of bottom-up approach have 

been maintained by the proposed algorithm 

EQUIVPIX (an equivalent-class-based miner using 

property items extracted from examples). The merits 

are time-efficiency and prohibition of duplicate 

patterns. In addition it amplifies pattern variation. 

Equivalent classes of properties extracted from 

samples as well as two combination operators 

belonging to them have been established by equivpix.  

Selamat et al. [25] have proposed an Extraction 

Least Pattern (ELP) algorithm which uses a pair of 

predefined minimum support thresholds. The 

implementation results have proved that their 

algorithm is efficient in mining rare items in multi 

relational tables.  

Relational patterns across multiple databases can 

expose unique pattern relationships hidden inside data 

collections. Zhu and Wu [33] have proposed a 

systematic framework called Discovering Relational 

patterns Across Multiple databases (DRAMA). 

Particularly, they have attempted to discover patterns 

from various databases with patterns' relationships 

satisfying the user specified constraints, by providing a 

series of data collections. Their proposed method tries 

to construct a Hybrid Frequent Pattern tree (HFP-tree) 

from multiple databases, and extract patterns from the 

HFP-tree by incorporating users' constraints into the 

pattern mining process. Discovering the relationship 

between huge data items in a database is focused only 

by current mining association rules in relational tables.  

Association rule for important atypical items that occur 

occasionally in a database are decidedly related with 

other items yet to be discovered.  

Calders et al. [6] have proposed a novel approach 

which extends the DBMS itself, not the query 

language, and it incorporates the mining algorithms 

into the database query optimizer. Towards this end, 

they have established a virtual mining views that can 

be queried as if they were conventional relational 

tables (or views). A mining algorithm gets triggered to 

appear all tuples needed to answer the query, when 

each time the database system accesses one of these 

virtual mining views. They have revealed how this can 

proficiently be performed for the popular association 

rule and frequent set mining problems. 

JimEnez et al. [15] have presented a new technique 

for mining relational patterns from multi-relational 

databases. The representation of a multi-relational 

database as a group of trees has been used as a basis 

for their method. Their fundamental idea is to construct 

a tree representation for all tuples in the target data by 

pursuing the present foreign keys that link tables in the 

multi-relational database. The trees representing each 

tuple in the target relation have used primary keys as 

intermediate nodes in the key-based representation 

scheme.  Frequent patterns in the trees representing the 

multi-relational database have been identified and 

differences that occur due to discovery of induced or 

embedded patterns in the key-based or object-based 

representation scheme have been analyzed. These 

frequent patterns have been used for extracting the 

association rules from the multi-relational clustering 

techniques. The practicability of the approach has been 

shown from their experiments conducted on a real 

database. 

 

3. Proposed Approach for Mining of 

Relational Patterns from Multi-

Relational Database  
 

MRDM [13, 22, 26] is a multi-disciplinary field which 

discovers the knowledge from relational databases 

containing multiple tables [5]. Mining of relational 

patterns from the relational databases is one of the data 

mining techniques, which have been received great 

attraction among the researchers, because of its real 

world applications. While comparing with the mining 

patterns from the single table, the approaches that are 

used for mining relational patterns are somewhat 

difficult. Basically, the two alternative approaches of 

multi-relational data mining methods are structural and 

propositional [4]. In the first approach, by utilizing the 

mining method, the entire hypothesis space is directly 

explored. Whereas in the second approach, also known 

as propositionalisation, relational learning problems 

are converted into attribute-value representations, 

which is acquiescent for conventional data mining 

methods. In the proposed approach, the relational data 

that exist in the multiple tables are first transformed 

into a tree-based structure. Then, the frequent 

relational patterns are extracted from the constructed 

RM-tree using the proposed tree mining algorithm. Our 

proposed approach has two important steps: 
 

• Tree-based representation of multi-relational 

database. 

• Mining of relational patterns. 

 

3.1. Tree-Based Representation of Multi-

Relational Database 
 

The initial step of the proposed approach is to 

transform the multi-relational database into tree-based 

structure. Before seeing the representation model, we 

have first described the basic structure of the multi-

relational  database  and  then,  we  have  presented the 
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RM-tree constructed from the multi-relational database. 

 

3.1.1. Multi-Relational Database: An Overview 
 

A relational database contains several relations that are 

in the form of 2-D tables of rows and columns having 

related tuples. The rows or tuples of each table is 

called as records and the columns i.e., fields in the 

record is called as attributes. The structural 

representation of the multi-relational database is 

described as: The multi-relational database has a set of 

tables T={T1,T2,…,Tn} and these tables are then related 

through the matching of primary and foreign keys. 

There is a set of descriptive attributes A(T) for each 

table T and these attributes are corresponds to columns 

and rows of the table belonging to the tuples. 

Generally, attributes in different tables are independent 

and the relations between the tables are exactly defined 

using the foreign keys. 
 

• Definition 1:  A primary key is a field or 

combination of fields which uniquely find a record 

in a table, and thus an individual record can be 

mined without any confusion.  

• Definition 2:  A foreign key is a referential 

constraint between two tables in the context of 

relational databases. The foreign key identifies a 

column or a group of columns in one (referencing) 

table that links to a column or group of columns in 

another (referenced) table. The columns in the 

referencing table should be the primary key or other 

candidate key in the referenced table.  

• Definition 3:  A target table may refer to a table that 

acts as a back-up table to the source table. 

• Definition 4:  A source table is a table which has the 

recent data used by an external data source. 

 
Figure 1. Multi-relational database: an example. 

 

• Example 1: In the multi-relational database, the 

structured data is represented with multiple tables. 

The information about a specific topic is distributed 

over these tables. Among these tables, one particular 

table is considered as target table which is linked 

with the other table using the foreign key relations. 

In the given example i.e., Figure 1 shows four 

different tables that are customer (T1), order (T2), 

product (T3) and vehicle (T4) which represents the 

structured data. Here, ‘order’ (T2) is a target table, 

which has four field records: OrderID, ProductID, 

CustomerID and Time of buying where, ProductID 

and CustomerID are two foreign key relations. The 

order table contains one record for each new order, 

and its key is OrderID. The customer table has the 

information about the customer and its field records 

are customerID, Name, Age, Housetype and City. 

The relationship between the four tables presented 

in the example is represented as: T2�T1; T2�T3 and 

T4�T1, where Ti�Tj represent that the foreign key 

of table Ti is the primary key of Tj. 

 

3.1.2. Construction of RM-Tree from the Multi-

Relational Database 
 

Generally, a tree is a data structure which builds a 

hierarchical tree structure with a group of linked nodes. 

In the proposed approach, the tree-based data structure 

has been used for representing the multi-relational 

database. The records and their relations present in the 

multiple tables are represented using a set of nodes in 

the tree structure. For constructing the tree-based data 

structure, first we find the target table from the 

multiple tables in the relational database. The target 

table mainly focuses on processing and also it retrieves 

any information regarding each object that is stored in 

other tables. Once the target table has been chosen, the 

construction of RM-tree is described as follows: 
 

1. The tuples, corresponding to the primary key of the 

target table is created as a set of nodes i.e., next to 

the root node.  

2. For each constructed node, we add the fields 

(attributes) corresponding to the target table as a 

child node.  

3. If the target table contains any foreign key, then the 

tables corresponding to the foreign key are 

retrieved. 

4. The fields related to the retrieved tables are included 

as a leaf node of their corresponding parent node. 
  

The tree-based representation is very useful for mining 

the patterns because we can apply the tree pattern 

mining algorithm to the constructed RM-tree. 

Moreover, the easiness of tree structure is more 

beneficial for an efficient implementation of the tree 

pattern mining algorithms. 

• Example 2: The tree-based structure for the example 

given in section 3.1.1 is shown in Figure 2. In the 

target table T2 
the primary key is OrderID, which 

contains a set of tuples in the relational database and 

each tuples are formed as separate nodes (next to the 

root node) in the tree-based structure. The field 

records linked to target table such as orderID, 

customerID, productID and time are added as a 
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child node of constructed node. The shaded boxes 

have the information about the sub-nodes. Next, we 

consider the foreign keys of the target table, i.e., in 

our example customerID and productID are the 

foreign keys. The tables, identified with the foreign 

keys are again added as sub nodes of the related 

parent node. The table T4 contains field records such 

as vehicleID, type, model and color which are used 

only for the customers having own vehicle. 

Therefore, when we construct a RM-tree, the only 

customers having own vehicle should contain the 

sub-node of the relevant parent node and others did 

not have any sub-node for their corresponding 

parent node. So, we denote this sub-node as dotted 

lines to handle this kind of unordered format. And 

also, we develop the efficient tree pattern mining 

algorithm by keeping this unordered tree in mind. 
 

 
Figure 2. Tree-based representation of the multi-relational 

database. 
 

3.2. Mining of Relational Patterns 
 

The second step of the proposed approach is to mine 

the relational patterns from the constructed RM-tree. An 

overview about the relational patterns is briefly 

described in this section.  And, we have presented the 

proposed tree pattern mining algorithm for mining of 

such relational patterns.  

 

3.2.1. Relational Patterns 
 

The mining of relational pattern is a descriptive mining 

task which aims to detect associations between target 

objects and some target-relevant objects. The target 

objects are represented as tuples of the target table, 

which cope with the main subject of the description, 

whereas the target-relevant objects are represented as 

tuples in source table, that are relevant for the task in 

dispenses and is associated to that of the former by 

means of foreign key constraints [4]. The conjunction 

X1∧X2…∧Xn is called relational pattern. Relational 

pattern is same as the itemsets generated from the 

Apriori algorithm [1] in which single table is employed 

to mine the itemsets. An itemset is said to be frequent 

only if the support of equivalent itemsets is greater 

than the minimum threshold level. 

• Definition 5: The support of a relational pattern X in 

a set S, is the number of the tuples in S which 

contain X versus the total number of tuples in S. 

• Definition 6: A relational pattern X is frequent in set 

S if the support of X is above the minimum support 

threshold, min_sup.  

 

3.2.2. Proposed Tree Pattern Mining Algorithm 
 

From the manually constructed RM-tree, the relational 

patterns are mined. For mining such frequent relational 

patterns, the constructed RM-tree is given to the 

proposed tree pattern mining algorithm. The following 

step shows the procedure for mining relational patterns 

from the constructed RM-tree in the proposed approach.   
       
• Building the positional data of RM-tree. 

• Identifying all possible distinctive nodes. 

• Discovering the frequent relational patterns for 

length, L=1. 

• Generating join nodes using frequent relational 

pattern of length, L=1.  

• Discovering all frequent relational patterns. 
 

• Step1. Building the Positional Data of RM-tree: The 

central structure of the RM-tree shown in Figure 3. Is 

used for creating the positional data P. The shaded 

boxes have their own sub-nodes information. The 

central structure of the RM-tree is built by finding all 

possible leaf nodes (Nodes without children) for 

single orderID in the constructed RM-tree. The 

positional data P stores the positional information of 

each leaf nodes. The string in the positional data 

kp (positional information) representing the node of 

the RM-tree is formed by adding the label of the tree 

nodes. The positional data P is then utilized for 

further processing such as traversing or searching a 

node in the RM-tree. 

 

 

Figure 3. Central structure of the RM-tree with positional 

information.
  



An Efficient Approach for Effectual Mining of Relational Patterns …                                                                                       265 

 

n  k        p    p  p    P n ≤≤= 1;}{ 21 ⋯  

The number of elements in the positional data P is 

equivalent to the number of leaf nodes in the central 

structure of the RM-tree (n). The positional data P of 

the constructed RM-tree is given in Table 1. 
 

Table 1. Positional data P of the constructed RM-tree. 
 

Positional Data 

(P) 

Positional Information of the 

Node 

p1 [ 0 ] 

p2 [ 3 ] 

p3 [ 1 0 ] 

p4 [ 1 2 ] 

p5 [ 1 3 ] 

p6 [ 1 4 ] 

p7 [ 1 5 ] 

p8 [ 2 0 ] 

p9 [ 2 1 ] 

p10 [ 2 2 ] 

p11 [ 1 1 0 ] 

p12 [ 1 1 1 ] 

p13 [ 1 1 2 ] 

p14 [ 1 1 3 ] 

 

• Step 2. Identifying all Possible Distinctive Nodes: 

For identifying all possible individual nodes, we 

have used the positional data P. A set of nodes (C1) 

has been discovered for every positional 

information Pk. The C1 represents the distinct nodes 

corresponding to every position Pk in the i
th
 order ID 

of constructed RM-tree. These nodes are called as 

candidate nodes for the length, L=1. 

}Pkp  ;   ) kp ( x  | kp { 1C ∈∀=                    (2) 
 

n  k  1  ;mi1 ;   
)i(

k
pN)kp( x ≤≤≤≤=                 (3) 

where,       

m� Number of nodes (next to the root node) in the 

constructed RM-tree. 

 N
i
pk

)(
� Node corresponding to the position Pk in 

the 
thi orderID. 

• Step 3. Discovering the Frequent Relational 

Patterns for Length, L=1: Using step1, we obtained 

a set of candidate nodes (C1) for length, L=1 and the 

support of every candidate node for length L=1 is 

calculated by finding the number of occurrences of 

the candidates in the constructed RM-tree. The 

candidate node is said to be frequent node, if the 

support of the candidate node is higher than the user 

specified threshold, and it is named as 1-length 

frequent relational pattern, represented in a set F1. 

• Step 4. Generating Join Nodes Using Frequent 

Relational Pattern of Length, L=1: The join nodes 

are generated by using the frequent relational 

pattern identified in the previous step. The candidate 

nodes for length L=2 (C2) is generated by 

combining the relational patterns of length L=1 in 

the first position p1 with the other position pk. 

}Pp;   ) p ( x |p   { C klklkl2 ∈∀=                 (4) 
 

lk  nlk  mji  N   N   p  x
j

p

i

pkl
lk

≠≤≤≤≤Λ= ;&1;&1;)(
)()(    (5) 

where, ( i ) ( j )N  and Np pk l
≥min_sup.  

 

• Step 5. Discovering all Frequent Relational 

Patterns: Subsequently, for every candidate nodes 

C2 the support is calculated and the frequent 

relational pattern for length L=2 (F2) is discovered 

based on the minimum support. Similarly, the 

frequent relational patterns for length L=3 are 

generated. This procedure is performed repeatedly 

until we discover all possible frequent relational 

patterns that vary in terms of length from 1 to n. The 

pseudo code of the proposed tree pattern mining 

algorithm is given below: 
 

Input:  RM-tree, Positional Data (P), min_sup  

Output:  A complete set of frequent relational pattern 

Assumptions: 

m�  Number of nodes (next to the root node) in the 

constructed RM-tree 

min_sup� Minimum support Threshold 

rel_pat� Frequent relational patterns 

Pseudo code: 

Begin 

      for each p∈P 

 For each node m 

          d=distinct data. RM- tree 

        if ( support (d) ≥ min_sup) 

       c1[p]<<d 

        endif  

  endfor 
        

endfor
 

      for each p∈P 

 for (j=1 ; j<size of c1[p] ; j++) 

  node=c1[p,j]  

         do_miner(node,p)  
               

endfor
 

      endfor
 

end 

sub routine:do_miner( node_tree , p*) 

Begin 

      P=p*+1 

      for each p∈P 

 for ( j=1 ; J<size of c1[p] ;  j++) 

                   node_tree= node_tree ∧ c1[p,j] 

                    if(support(node_tree) ≥ min_sup) 

     rel_pat<<node_tree 

                             do_miner[node_tree,p]         

endif 

  endfor  

       endfor 

end 

 

4. Experimentation and Results  

The experimental results of the proposed approach for 

mining the relational pattern are presented in this 

section. The proposed approach has been implemented 

(1) 
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in java (jdk 1.6) and the experimentation is performed 

on a 3.0GHz Pentium PC machine with 2GB main 

memory.  

 

4.1. Dataset 
 

We have used the synthetic dataset, where the data 

source is customer order data containing 10,000 orders. 

The synthetic dataset used for experimentation consists 

of following relations: 
 

1. The order relation-containing one tuple for every 

new order and the order table consists of four 

different fields such as orderID, customerID, 

productID and time.  

2. The customer relation-containing five different 

fields (customerID, name, age, house type and city) 

describing the details of the customer. This table 

contains 500 records where, tuples represents the 

customers who order the products.  

3. The product relation-consisting three different fields 

(productID, quantity and price). This table consists 

of 1500 records that describe the details of product. 

4. The vehicle relation- consisting of five different 

fields (vehicleID, customerID, type, model, color). 

This relational table includes 250 records and every 

record indicates the details of vehicle. 

 

4.2. Comparative Analysis 
 

The database described in section 4.1 is given as an 

input to the proposed approach. Our ultimate aim is to 

mine the relational patterns from the relational 

database. Based on the proposed approach, we 

construct the RM-tree for the input relational database 

using the proposed approach.  
 

 

Figure 4. Number of frequent relational patterns for different 

supports. 

 

The constructed tree contains a set of nodes which 

are equivalent to the number of tuples in all the 

relational tables. Then, the relation patterns are mined 

from the relational database using the proposed 

approach. The effectiveness of the proposed algorithm 

was analyzed in terms of number of frequent relational 

patterns and time required to complete the mining 

process. Furthermore, we have made a comparative 

analysis in frequent itemset mining approach for multi-

relational database proposed by JimEnez et al. [15]. 

For experimentation, we have discovered the frequent 

relational patterns for different support threshold. The 

number of frequent relational patterns generated for 

different support threshold level is plotted in Figure 4. 

The run time performance of both the results is given 

in Figure 5. It shows that the proposed approach 

performs efficiently to mine the frequent relational 

patterns from the tree structure, when the support is 

increased.  
 

 
Figure 5. Run time performance of the proposed approach. 

 

5. Conclusions 
 

In this paper, we have presented an efficient approach 

for mining of relational patterns from the multi-

relational database. The proposed approach is 

composed of two modules namely: 1). tree-based 

representation, 2). Mining of relational patterns. In the 

first model, we have constructed the RM-tree where, the 

multi-relational database is represented using the tree-

based structure. Secondly, we have developed an 

efficient tree pattern mining algorithm for mining the 

frequent relational patterns from the constructed RM-

tree. The tree pattern mining algorithm is developed by 

taking the advantage of the simplicity of tree-based 

structure. We have used the synthetic datasets for 

experimentation and the result ensures that the devised 

approach effectively discovers the relational patterns in 

the multi-relational database. 
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