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Abstract: Despite of the dramatic evolution in high performance computing we still need to devise new efficient algorithms to 

speed up the search process. In this paper, we present a framework for a data-distributed and multithreaded string matching 

approach in a homogeneous distributed environment. The main idea of this approach is to have multiple agents that 

concurrently search the text, each one from different position. By searching the text from different positions the required 

pattern can be found more quickly than by searching the text from one position). Concurrent search can be achieved by two 

techniques; the first is by using multithreading on a single processor, in this technique each thread is responsible for searching 

one part of the text. The concurrency of the multithreading technique is based on the time sharing principle, so it provides us 

of an illusion of concurrency not pure concurrency. The second technique is by having multiprocessor machine or distributed 

processors to search the text; in this technique all of the processors search the text in a pure concurrent way. Our approach 

combines the two concurrent search techniques to form a hybrid one that takes advantage from the two techniques. The 

proposed approach manipulates both exact string matching and approximate string matching with k-mismatches. 

Experimental results demonstrate that this approach is an efficient solution to the problem in a homogeneous clustered system. 
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1. Introduction 
 

The problem of finding exact or non-exact occurrences 

of a pattern P in a text T over some alphabet is a 

central problem of combinatorial pattern matching and 

has a variety of applications in many areas of 

computer science [19]. String searching algorithms can 

be accomplished in two ways: 
  

1. Exact match, meaning that the passages returned 

will contain an exact match of the key input.  

2. Approximate match, meaning that the passage will 

contain some part of the key word input [17]. 
  
Although the dramatic evolution of processor 

technology and other advances have reduced search 

response to negligible times, pattern matching problem 

still remains a useful area of research and development 

for a number of reasons. Firstly, as the size of data 

continues to grow, sequence searches will become 

increasingly taxing on search engines. Secondly, the 

pattern matching still remains an integral part of faster 

matching algorithms, typically comprising the final 

part of a search. Lastly, researchers have to understand 

the classical methods of pattern matching to develop 

new efficient algorithms [12].  

With the developments of new pattern matching 

techniques, efficiency and speed are the main factors 

in deciding among different options available for each 

application area. Each application area has certain 

special features that can be used by pattern matching 

technique best suited for that area [24].  

This study presents a new approach to solve the 

problem of pattern matching depending on the idea of 

search distribution over multiple connected nodes. At 

each node we adopt the multithreading paradigm to 

speedup the searching process. By using 

multithreading and distributed search over connected 

nodes the text can be searched concurrently from 

different positions. This will decrease the time needed 

to find the required pattern.  

For our implementation purposes, Java threads - a 

built-in parallelism support- is used to implement the 

multithreaded approach. To implement the distributed 

processing, we use the Java space technology, which is 

easy to implement and satisfy our problem 

requirements. At each node in the distribution, the 

multithreaded approach works in a timesharing 

manner.  

The rest of the paper is organized as follows. 

Section 2 gives a brief introduction to string searching 

algorithms. In section 3, the subject of threads and 

multithreading is introduced, and distributed 

computing and distributed algorithms are discussed in 

section 4. The main contribution of this research is 

given in section 5: The multithreaded distributed 

pattern matcher. Implementation and experimental 

results are explained in section 6. The conclusions and 

future work is given in section 7. 
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2. String Searching Algorithms 

In general, there are two ways to search a text T  to 

find a pattern P depending on weather the algorithm 

performs some preprocessing on the text T or not. 

Depending on the problem domain, some of the 

matching algorithms have to preprocess the text and 

build a data structure to aid in the search process. Such 

algorithms are called indexers. (i.e., suffix arrays. 

suffix trees, and inverted files). Other algorithms 

directly perform the search on the text without any 

preprocessing. Such algorithms are called sequential or 

online search algorithms (i.e., Knuth-Morris, Boyer 

Moore, and Brute-Force) [28]. In this paper, we are 

interested in enhancing the online search algorithms. 

 

3. Threads and Multithreading Motivation 
 

A thread is simply a path of execution within a process 

or it’s a low weight process [13]. In single threaded 

applications, all operations, regardless of type, 

duration or priority, execute on a single thread. Such 

applications are simple to design and build and all 

operations are serialized. That means there is one 

thread running at a time. However, there are many 

situations where it's useful to have multiple threads of 

execution that run simultaneously based on the 

principle of timesharing [26].  

Concurrency is very important in many computer 

applications, but most of the programming languages 

do not enable programmers to specify concurrent 

activities. Rather, programming languages generally 

provide only a simple set of control structures that 

enable programmers to perform one action at a time 

then precede to the next action after the previous one 

is finished. The kind of concurrency that computers 

perform today normally is implemented as operating 

system “primitives” available only to high experienced 

system programmers [7].  

Java is unique among popular general-purpose 

programming languages in that it makes concurrency 

primitives available to the applications programmer. 

The programmer specifies that applications contain 

threads of execution, each thread designating a portion 

of a program that may execute concurrently with other 

threads. Multithreading gives the Java programmer 

powerful capabilities that are not available in C and 

C++, the languages on which Java is based [7].  

CPU can process only one instruction at time 

(regardless to the pipelining technology). When a 

multithreaded application runs on a single processor 

it's impossible to have a complete or pure parallelism, 

but it gives us an illusion of parallelism depending on 

the timesharing principle. The idea is behind the very 

fast context switching between threads that can be 

performed by the CPU. Because of that fast context 

switching the different running threads seems to be 

running at the same time.  

This study implements a multithreading text 

searching approach to improve text searching 

performance at a single CPU machine. The idea is to 

have more than one searcher thread that search the text 

from different positions. Since the required pattern 

may occur at any position, having multiple searchers is 

better than searching the text sequentially from the 

first character to the last one. 

 

4. Distributed Computing and Distributed   

    Algorithms 
 

The new technologies of networking and the dramatic 

evolution of the internet and intranet impacts the way 

that we use computers and changes the way we create 

applications for them. Distributed applications are 

becoming the natural way to build software. 

“Distributed computing” is all about designing and 

building applications as a set of processes that are 

distributed across a network of machines and work 

together as an ensemble to solve a common problem 

[8].  

Distributed algorithms are algorithms designed to 

run on a distributed system; where many processes 

cooperate by solving parts of a given problem in 

parallel. For this purpose, the processes have to 

exchange data and synchronize their actions. In 

contrast to so called parallel algorithms, 

communication and synchronization is solely done by 

message passing -there are no shared variables- and 

usually the processes do not even have access to a 

common clock. Since message transmission time 

cannot be ignored, no process has immediate access to 

the global state. Hence, control decisions must be 

made on a partial and often outdated view of the 

global state which is assembled from information 

gathered gradually from other processes [16]. 

Distributing computing requires a tool by which the 

distributed machines can communicate. Many tools are 

available such as Remote Method Invocation (RMI), 

CORBA and Java Space. Each tool has its own 

specifications; the application designer chooses the 

appropriate one for his application requirement. 

 

5. The Multithreaded Distributed Pattern   

    Matcher 
 

5.1. Multithreading Approach 
 

The main idea by using multithreading to solve the 

pattern matching problem (on a single CPU machine) 

is to have multi searching threads that search the target 

text simultaneously in a timesharing manner. Each 

thread starts searching the target text from different 

position. By searching the text from different positions 

(instead of one position) the speed of finding the 

required pattern will increase. The speed up obtained 

by using this approach comes from the nature of the 
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threads work (time sharing) and the nature of the target 

text that can be accessed from any position. Logically, 

having more than one person searching for something 

is better than having one searcher. To illustrate the 

idea let's see the following example: 

Suppose that we have an 80 character text (80 

characters length) and we search for a pattern occurs at 

position 61 using brute force algorithm, as shown in 

Figure 1. 
 

1 2 3 4 5 6 7 8 9 10 

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 

p11 p12 p13 p14 p15 p16 p17 p18 p19 p20 

p21 p22 p23 p24 p25 p26 p27 p28 p29 p30 

p31 p32 p33 p34 p35 p36 p37 p38 p39 p40 

p41 p42 p43 p44 p45 p46 p47 p48 p49 p50 

p51 p52 p53 p54 p55 p56 p57 p58 p59 p60 

p61 p62 p63 p64 p65 p66 p67 p68 p69 p70 

p71 p72 p73 p74 p75 p76 p77 p78 p79 p80 
 

Figure 1. Searching an 80 character text. 

 

In sequential search (having one working process 

to search the text from the first character to the last 

one) the CPU examines 60 characters to reach the 

required pattern. Now let's move to the multi threading 

effect on this text.  

To force each thread to search the text from 

different position, the text is divided into equal parts 

and each thread is responsible for searching a 

particular part. If the text length is not divisible by the 

number of threads then the last thread will search the 

division remainder.  

Threads work in a time sharing manner, that means 

(in the simple form) the first thread examines the first 

character of its assigned text part, then the CPU makes 

a context switch to the second thread to examine the 

first character of its part, and then the CPU makes a 

context switching to the third thread and so on until 

the CPU makes context switching to all of the threads. 

Then CPU switches back to the first thread to examine 

the second character of its part, and so on. This 

process is repeated until the whole text is examined, as 

shown Figure 2. 

 

 

Figure 2. Searcher threads context switching. 

• Using two threads to search the text: We have a text 

with 80 characters (1-80), so we divide it into two 

parts. The first part is from 1-40 and the second part 

is from 41-80, as shown in Figure 3. 

   

1 2 3 4 5 6 7 8 9 10 

T
h
r
ea

d
 1
 

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 

p11 p12 p13 p14 p15 p16 p17 p18 p19 p20 

p21 p22 p23 p24 p25 p26 p27 p28 p29 p30 

p31 p32 p33 p34 p35 p36 p37 p38 p39 p40 

T
h
r
ea

d
 2
 

p41 p42 p43 p44 p45 p46 p47 p48 p49 p50 

p51 p52 p53 p54 p55 p56 p57 p58 p59 p60 

p61 p62 p63 p64 p65 p66 p67 p68 p69 p70 

p71 p72 p73 p74 p75 p76 p77 p78 p79 p80 

 

Figure 3. Using two threads for text searching. 

 

By considering the context switching illustrated in 

Figure 2, the CPU examines 40 characters to reach the 

required pattern. So in this case using two threads is 

better than using one thread. Note that this is not 

always the case; it depends on the position of the 

pattern in the text. This matter will be illustrated in the 

following. 
  

• Using three threads to search the text: The text is 

divided into three parts; part one from 1-26, part 

two from 27-52 and part three from 53-80, as 

shown in Figure 4. In this case, the CPU examines 

21 characters to reach the required pattern. 

 

  1 2 3 4 5 6 7 8 9 10 

T
1
 

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 

p11 p12 p13 p14 p15 p16 p17 p18 p19 p20 

p21 p22 p23 p24 p25 p26     

T
2
 

p27 p28 p29 p30 p31 p32 p33 p34 p35 p36 

p37 p38 p39 p40 p41 p42 p43 p44 p45 p46 

p47 p48 p49 p50 p51 p52     

T
3
 

p53 p54 p55 p56 p57 p58 p59 p60 p61 p62 

p63 p64 p65 p66 p67 p68 p69 p70 p71 p72 

p73 p74 p75 p76 p77 p78 p79 p80   

  

Figure 4. Using three threads for text searching. 

  

• Using four threads to search the text: The text is 

divided into four parts; part one from 1-20, part two 

from 21-40, part three from 41-60 and part four 

from 61-80, as shown in Figure 5. In this case, the 

CPU examines only 3 characters to reach the 

required pattern. So, it is an incredible improvement 

to search this text considering the using of one and 

two threads. Increasing the number of threads is not 
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the idea to speed up this approach; the idea is to 

have an appropriate number of threads (or text 

parts) by which the pattern occurs at a near position 

to the beginning of any text part. When a pattern 

occurs at a near position to the beginning of a text 

part it can be found quickly. 

 

 1 2 3 4 5 6 7 8 9 10 

T
1
 

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 

p11 p12 p13 p14 p15 p16 p17 p18 p19 p20 

T
2
 

p21 p22 p23 p24 p25 p26 p27 p28 p29 p30 

p31 p32 p33 p34 p35 p36 p37 p38 p39 p40 

T
3
 

p41 p42 p43 p44 p45 p46 p47 p48 p49 p50 

p51 p52 p53 p54 p55 p56 p57 p58 p59 p60 

T
4
 

p61 p62 p63 p64 p65 p66 p67 p68 p69 p70 

p71 p72 p73 p74 p75 p76 p77 p78 p79 p80 

 

Figure 5. Using four threads for text searching. 

 

• Using five threads to search the text: The text is 

divided into five parts; part one from 1-16, part two 

from 17-32, part three from 33-48, part four from 

49-64 and part five from 65-80, as shown in Figure 

6. In this case, the CPU examines 60 characters to 

reach the required pattern. Although the number of 

threads have increased, this case is worse than 

others. Each time we use different number of 

threads the pattern position become closer or distant 

from the beginning of the data parts. 
 

 

Figure 6. Using five threads for text searching. 

 

5.2. The Problem of Text Partitioning Among  

       the Threads 
 

Since there are multiple threads that search the text 

form different positions, the text has to be divided into 

subtexts and each subtext is allocated to a particular 

thread. Texts or (strings) in Java are stored in a single 

array data structure and its characters can be accessed 

via the indexes of that array. To avoid the problem that 

occurs when a pattern is found at the boundaries of 

two subtexts the text is virtually divided into subtext. 

Instead of searching independent subtexts, all of the 

threads perform the search on the same text (array) but 

each one with different indexes. In this case if a 

pattern found at the last positions of a subtext i and the 

first positions of the next subtext, then the thread that 

searches the subtext i can find the pattern since it can 

access the characters of the next subtext. Text is 

divided among threads according to the following 

pseudo code: 
 

For i=1 to numberOfThreads 

search( ((i-1) * (( text.length() /numOfThreads ) –1)) 

 +i ,( i* ( ( text.length() /numOfThreads ) –1 ) ) +i ) 

i= i+ 1 

End do 
 

Where: numberOfThreads: The number of the working 

threads. 

Search (x, y): Search the text from position x to 

position y. 

text.length: The length of the target text. 
 

Consider the case of using two threads discussed 

earlier to find a pattern P with a length of 6 characters 

and occurs at position 38 in the text. The first thread 

searches the text from position 1 to 40, and the second 

thread searches the text from position 41 to 80. When 

the first thread detects a partial match at positions 38-

40 it can continue to test the positions 41-43.  

 

5.3. Implementing and Testing the  

       Multithreaded Approach 
 

The multithreaded approach is implemented with Java 

threads on Intel P4 CPU with 2.53 GHz speed. Text 

size is 2.6 MB. Pattern size is 1 KB (to make more 

computations). Search algorithm used is the brute 

force algorithm. The pattern occurs -in the text- at the 

position number 1,639,400. The results obtained for 

different number of threads is shown in Table 1. 

The best time gained by using five threads (1500 

ms instead of 8125 ms by using one thread) as shown 

in Figure 7. 
 

Table 1. Time obtained in milliseconds by using varying numbers 

of threads on a single CPU. 
 

Number of Threads Time in ms 

1 8125 

2 3350 

3 11360 

4 6453 

5 1500 

6 9750 

7 5109 

8 13312 

9 8485 

10 3578 

  1 2 3 4 5 6 7 8 9 10 

T
1
 

p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 

p11 p12 p13 p14 p15 p16         

T
2
 

p17 p18 p19 p20 p21 p22 p23 p24 p25 p26 

p27 p28 p29 p30 p31 p32         
T
3
 

p33 p34 p35 p36 p37 p38 p39 p40 p41 p42 

p43 p44 p45 p46 p47 p48         

T
4
 

p49 p50 p51 p52 p53 p54 p55 p56 p57 p58 

p59 p60 p61 p62 p63 p64         

T
5
 

p65 p66 p67 p68 p69 p70 p71 p72 p73 p74 

p75 p76 p77 p78 p79 p80         
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Figure 7. Relation between number of threads and time required to 

find the pattern. 

 

5.4. Analyzing Multithreading Approach  

       Behavior 
 

From the experimental results it is shown that the 

behavior of the multithreaded approach is not 

predictable. As seen from the experimental results 

each number of threads gives a different result. To 

have good results to find the required pattern, the 

pattern should occur at the beginning of any subtext. 

The pattern position (according to the beginning of 

subtexts) depends on the number of threads (subtext= 

text length/ number of threads) so we need to know the 

number of threads by which the pattern occurs at a 

near position to the beginning of a subtext. The 

relation between pattern position and number of 

threads is described in the following formula: 
 

((N /Tn) * Ti) + 1 ≤ pattern position ≤ ((N/ Tn) * Ti) + 

N/ 2 * Tn 
 

Where: 

N: Target text length. 

Tn: Number of threads. 

Ti: Thread number i, i= 0, 1, 2 … n. 
 

The shaded area in Figure 8 shows the pattern 

positions described by this formula. The problem in 

this formula is the two unknown variables (pattern 

position and Tn). 

 

T
0
 1 2 3 4 5 6 7 8 9 10 

T
1
 11 12 13 14 15 16 17 18 19 20 

T
2
 21 22 23 24 25 26 27 28 29 30 

…
           

T
n
          N 

 

Figure 8. The best pattern positions in the multithreaded approach. 

 

This unpredictable behavior depends on the text 

length. If we have a small text that will be divided into 

smaller subtexts and the pattern occurs outside the 

range specified by the above formula then the required 

time to find it will not be much large than the time 

required to find the pattern positions specified by the 

formula. The larger text length led to more 

unpredictable behavior. To obtain good results we 

have to work on small texts, but what if we have large 

texts?  

 

5.5. The Distributed Matcher 
 

The multithreaded approach illustrated in the previous 

section shows very good results; but there is a problem 

of the behavior of the threads. The problem is how we 

can determine the number of the threads that gives us 

the highest speed up. This problem because all of the 

threads running on a single CPU in a time sharing 

manner. As mentioned in the previous section the 

problem can be smoothed by working on small texts. 

From this point we move our thinking to another 

approach in which we have multiple computers that 

running the multithreaded approach at the same time; 

each computer with different subtext (that’s smaller 

than the target text) to search. So now we move to the 

distributed computing to solve our new problem. 

In the distributed matcher approach the text is 

divided into equal subtexts and each computer in the 

distributed system is running the multithreaded text 

searching approach on a different subtext. In this case 

the text is partitioned two times; one by the distributed 

matcher and the other by the multithreaded matcher. 

For example, if we have five computers in the 

distributed matcher and each of them running the 

multithreaded matcher with four threads, then we have 

twenty searcher threads that search the text from 

different positions at the same time. The more 

searchers (on different machines) the more speed to 

find the pattern. 

Our distributed approach consists of one client and 

(n) servers as shown in Figure 9. The client is 

responsible for broadcasting the pattern to the servers 

and receiving the results from these servers. Each 

server has an independent copy of the text. The client 

is not responsible for distributing the text to avoid 

communication overhead. The first server that finds 

the pattern (or patterns) sends the result back to the 

client. 

 

 
  

Figure 9. Distributed matcher. 

 

5.6. The Problem of Text Partitioning Among  

       Servers 
 

As in the multithreaded approach the virtual 

portioning is used to partition the text across the 

multiple servers. Each sever machine has a copy of the 
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text and searches a part of it depending on the index 

partitioning that determined by the client machine. The 

virtual partitioning of the thread subtexts and servers 

subtexts is done according to the following pseudo 

code: 
 

For each server  

Do i=1 to numberOfThreads 

bruteForce (((startSearch + (threadDataLen * i))) + 

(sId -1) * partLen , ((startSearch + (threadDataLen* 

(i+1)))+((sId-1 ) * partLen ))-1); 

i=i+1 

End do 
 

Where: 

startSearch: The position from which the server starts 

the search. 

threadDataLen: Length of the subtext to be searched 

by each thread at the server. 

Sid: Server number. 

 

5.7. Analyzing Distributed Multithreading  

       Approach Behavior 
 

The main contribution of using distributed processing 

in this study is to distribute search load among 

multiple servers and to implement the multithreaded 

approach on small subtexts (to have a smoothed 

multithreading behavior). As mentioned above, the 

distributed multithreaded matcher partitions the target 

text in two stages. This two partition stages affect the 

pattern position according to the subtexts assigned to 

the searcher threads at each server. Consider the 

following example. Suppose that we have a text with 

400 characters searched by the distributed 

multithreaded matcher with four servers and 4 threads 

at each server. The following partitioning scheme will 

be performed as shown in Table 2. In this case, there 

are 16 threads (4*4) that search the text from different 

positions at the same time. 

 

6. Implementation and Experimental 

    Results 
 

For exploiting parallelism in each server, the 

multithreaded approach is used and implemented with 

Java threads. For distributed processing, the 

distributed approach is used and implemented with 

Java space technology. For experiments, we used four 

computers connected by a high performance local 

network. Computers in the network have a high speed 

network interface card (NIC with Gigabit speed) and 

connected via a high speed switch (Gigabit � thernet 

switch). Each computer in the network has 2 GHz Intel 

Pentium 4 CPU and 1 GB of RAM. Experiments are 

done under windows XP professional edition 

environment. The graph in Figure 10 shows the 

comparison results of the sequential search and our 

distributed multithreaded approach on a variable text 

size and fixed pattern size. In this experiment we use 

four servers on which the multithreaded approach is 

running with five threads. The distributed 

multithreaded approach produces better performance 

than the sequential approach. 

 
Table 2. The partition of text with 400 character length among four 

servers and four threads at each server. 
 

Server 1 searches 

the text from 

position 1 to 

position 100 

Thread ID Search Range 

Thread 1 1 – 25 

Thread 2 26 – 50 

Thread 3 51 – 75 

Thread 4 76 – 100 

Server 2 searches 

the text from 

position 101 to 

position 200 

Thread ID Search Range 

Thread 5 101 – 125 

Thread 6 126 – 150 

Thread 7 151 – 175 

Thread 8 176 – 200 

Server 3 searches 

the text from 

position 201 to 

position 300 

Thread ID Search Range 

Thread 9 201 – 225 

Thread 10 226 – 250 

Thread 11 251 – 275 

Thread 12 276 – 300 

Server 4 searches 

the text from 

position 301 to 

position 400 

Thread ID Search Range 

Thread 13 301 – 325 

Thread 14 326 – 350 

Thread 15 351 – 375 

Thread 16 376 – 400 
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Figure 10. Sequential search vs distributed multithreaded search 

with four servers and five threads at each server. Text size is 

variable and pattern length is 500 characters. 

 

As shown in the graph, while the text size is 

increasing, the time required to find the pattern by the 

sequential approach is increased. In the distributed 

multithreaded approach this is not always the case, i.e., 

at text sizes of (10, 11, 12 MB) the time required to 

find the pattern is less than the time required to find it 

with a text size of 9 MB. This improvement results 

from the multithreaded approach, where at the text 

sizes of (10, 11, 12 MB) the pattern occurs at a 

position near to the beginning of a subtext searched by 

a particular thread. The graph in Figure 11 shows the 

comparison results of the sequential search and our 

distributed multithreaded approach on a fixed text size 
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and variable pattern size. In this experiment we use 

four servers on which the multithreaded approach is 

running with five threads. The distributed 

multithreaded approach produces better performance 

than the sequential approach. 
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Figure 11. Sequential search vs distributed multithreaded search  

with four servers and five threads at each server. Text size is 14  

MB and pattern length is variable. 

 

The graph in Figure 12 shows the effect of the 

number of servers on the time required to find the 

pattern.  
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Figure 12. Relation between number of servers and time required 

to find the pattern in the distributed multithreaded approach. Text 

 size is 14 MB and pattern length is 500 characters. 

 

As seen from the graph in Figure 12, the more 

servers the less time to find the pattern. The 

improvement achieved by increasing number of 

servers comes from distributing the load of the search 

process and the affect of text partitioning on the 

pattern position according to the thread's subtexts. 

Note that the data is partitioned two times; the first one 

is for distribution search load among the servers and 

the other is for assigning subtexts to the searcher 

threads at each server. Both of the partitioning stages 

affect the position of the pattern according to the 

thread's subtexts.  

As mentioned in the previous sections, we can not 

determine the number of threads that will produce the 

best results. For some pattern positions in a very large 

texts having one thread is better than having multiple 

threads. By the using of distributed processing the 

multithreaded approach is implemented on smaller 

texts (since the target text is partitioned into subtexts). 

The distributed approach smoothes the multithreaded 

approach behavior. Table 3 shows the smoothed 

behavior of the multithreaded approach on large text 

which is divided into smaller subtexts among four 

servers. The time required to find the pattern using 2-9 

threads is less than or near the time required to find it 

using one thread.  
 

Table 3. The effect of number of threads on the time required to 

find the pattern using 4 servers. Text size is 14 MB and pattern 

length is 500 characters. 
 

Number of  Threads Time Using 4 Servers 

1 6109 

2 6109 

3 3102 

4 7124 

5 5640 

6 4640 

7 1500 

8 6842 

9 5520 

 

Table 4 shows the rough behavior of the 

multithreaded approach on large text using single 

computer. 
 

Table 4. The effect of number of threads on the time required to 

find the pattern using single computer. Text size is 14 MB and 

pattern length is 500 characters. 
 

Number of  Threads Time Using 4 Servers 

1 28609 

2 26344 

3 22391 

4 21047 

5 18564 

6 16672 

7 14524 

8 12754 

9 10828 

 

7. Conclusions and Future Work 
 

Several researches and techniques were developed to 

solve the pattern matching problem which considered 

as a hot area for research. In this report we have 

presented a new efficient technique to solve this 

problem using multithreading and distributed 

processing. Multithreaded search on a single CPU 

have a nondeterministic behavior, since there is a 

particular number of threads that will produce the 

highest performance. This number of threads is data 

dependent number so it cannot be predetermined 

before performing search process. To minimize the 

effect of this problem the distributed processing is 

merged with the multithreaded search. By having 
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multiple machines that running the multithreaded 

approach the behavior of the multithreaded search 

becomes more reliable. 

The experiments on the distributed multithreaded 

approach produce better results than the sequential 

search. For experiments we implement the brute force 

algorithm (its complexity is O (mn)) to ease the time 

tracking. Any sequential search algorithm can be 

applied to the distributed multithreaded approach.   

In this paper, we introduce a distributed 

multithreaded string matcher that runs on a 

homogeneous environment which all of its machines 

have the same capabilities. But what if we have a 

heterogeneous environment that consists of 

workstations (with multiple CPUs) and PCs with 

different specifications? The problem of implementing 

our approach in a heterogeneous environment results 

from the need for a dynamic load balancing among the 

different servers, i.e. workstations must have work 

load more than PCs. The problem of dynamic load 

balancing of the distributed pattern matching is not a 

simple problem. Many techniques were developed to 

solve this problem and new techniques are waiting to 

be discovered.   
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