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Abstract: Network intrusion is a subject of great concern to a variety of stakeholders. Decision fusion (ensemble) models that 

combine several base learners have been widely used to enhance detection rate of unauthorised network intrusion. However, 

the design of such an optimal decision fusion classifier is a challenging and open problem. The Matthews Correlation Coefficient 

(MCC) is an effective measure for detecting associations between variables in many fields; however, very few studies have 

applied it in selecting weak learners to the best of the authors’ knowledge. In this paper, we propose a decision fusion model 

with correlation-based MCC weak learner selection technique to augment the classification performance of the decision fusion 

model under a StackNet strategy. Specifically, the proposed model sought to improve the association between the prediction 

accuracy and diversity of base classifiers. We compare our proposed model with five other ensemble models, a deep neural 

model and two stand-alone state-of-the-art classifiers commonly used in network intrusion detection based on accuracy, the 

Area Under Curve (AUC), recall, precision, F1-score and Kappa evaluation metrics. The experimental results using benchmark 

dataset KDDcup99 from Kaggle shows that the proposed model has a identified unauthorised network traffic at 99.8% accuracy, 

Extreme Gradient Boosting (Xgboost) (97.61%), Catboost (97.49%), Light Gradient Boosting Machine (LightGBM) (98.3%), 

Multilayer Perceptron (MLP) (97.7%), Random Forest (RF) (97.97%), Extra Trees Classifier (ET) (95.82%), Different decision 
(DT) (96.95%) and, K-Nearest Neighbor (KNN) (95.56), indicating that it is a more efficient and better intrusion detection 

system. 
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1. Introduction 

Computer applications and network technologies have 

become an essential part of our daily lives, with 

organisations and individuals relying on them for data 

storage and communications such as Person-To-Person 

(P2P) and Business-To-Business (B2B). Therefore, an 

excellent and secure computer network solution is vital 

for business. However, the fears of individuals and 

organizations are about the security and privacy of their 

online activities. As various corporations and 

institutions across the globe continue to be distracted by 

the new COVID-19, cybercriminals continue to devise 

more terrifying ways to bring them down [4]. Also, as 

remote workforces increase globally, forgoing the 

security of a well-developed IT setup due to the ongoing 

pandemic, cybercriminals have discernible vulnerable 

workers as the target of choice. That is, businesses and 

workers were forced to innovate and adapt to remote 

working and operate off cloud-based platforms so  

 

quickly, leaving security behind, making them 

vulnerable to the cyber threats spreading across the 

globe. With the pandemic serving as a catalytic agent, 

cybercrimes are anticipated to soon become the world’s 

3rd largest economy [10, 32]. 

The rise in cyberattacks and threats has been getting 

much attention recently from academics and 

professionals in the field. As a result, cybersecurity has 

become a vital tool for attenuating network intrusion 

[32]. In the past, using technologies and security 

policies like firewalls, antivirus, malware programs, 

and user authentication could have offered enough 

protection against these attacks [12, 32]. Even more so, 

modern cyberattacks like exploiting operating system 

flaws, social engineering, brute-force attacks, phishing, 

and spear-phishing make it hard for traditional tactics to 

protect system users [10]. Furthermore, these strategies 

are vulnerable to current assaults, according to the 

following research [8, 9, 36], due to their inability to 
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identify new attacks by learning from previous 

observations. 

An anomaly-based Intrusion Detection System (IDS) 

functions by detecting any observation, pattern, or 

behaviour that deviates from the norm. As a result, 

employing models constructed to classify normal and 

abnormal events based on prior observations, IDSs may 

identify unauthorised requests and intrusion [6, 8, 24] 

Consequently, various resources, new technologies, and 

techniques, such as artificial intelligence and machine 

learning, are being deployed to secure existing Internet-

based networks from potential assaults or aberrant 

activity [6, 9, 12, 23, 24, 36]. For example, Jiang et al. 

[13] suggested a deep hierarchical network for intrusion 

detection with a classification accuracy of 77% to 

83.58%. Similarly, in Sornsuwit et al. [32], a hybrid 

artificial neural network was developed for identifying 

cybersecurity risks, with an experimental accuracy of 

99.8%. Fitni and Ramli [8] suggested an ensemble 

machine learning architecture for anomaly-based IDSs 

and obtained accuracy, recall, F1 (97.9%), and precision 

of 98.8%, respectively. Other studies, such as [6, 33], 

have attempted to identify network infiltration using 

existing technology, with promising results 

Despite the current enhancements in IDS 

performance as discussed above, Injadat et al. [12] argue 

that there is more room for further enhancement. This is 

especially true given the huge volume, noisy tagged, 

high dimensionality, and class unbalanced nature of 

real-world network traffic data. To put it another way, 

the traffic data contains millions of samples that are 

unevenly distributed, with infrequent abnormalities and 

too much typical traffic data. Furthermore, having a 

large number of features, i.e., having unwanted or 

inconsequential characteristics, might have a 

detrimental impact on a network intrusion detection 

system’s detection capability, since it delays the model 

training process [12]. Furthermore, due to the high 

imbalance nature of the network traffic dataset, several 

studies [24, 33, 39] sought to build Multiple Classifier 

Systems (MCS) or ensemble models for network 

intrusion detection. However, ensemble learning has 

been shown to outperform individual classifiers in the 

literature [36]. 

However, this is not always the case since it depends 

on many things, such as base classifiers, voting methods, 

etc. Notably, the base learners in most of these 

experiments were chosen randomly. The question is 

whether the chosen base learners impact the prediction 

model’s overall accuracy. 

Our proposed method [22], used Mathews correlation 

coefficient based model for network intrusion detection. 

The findings showed 99.73% accuracy. In the current 

study, we extend this by executing Support Vector 

Machine (SVM) and deep neural network Multilayer 

Perceptron (MLP) algorithms and comparing the 

quantitative results of simulation. The overall 

contribution of this work is summarised as given below: 

1) An experimental comparison of single classifiers, 

deep learners, and ensemble learners for network 

intrusion detection. 

2) An extension of [22] uses a deep decision fusion 

stacknet classifier to enhance the classification 

power of the ensemble learner for network intrusion 

detection.  

3) A novel mix of One-Side Selection (OSS) and the 

Synthetic Minority Over-Sampling Method (MOTE) 

was used to lower the majority instances and raise 

the minority examples. 

We organised the remaining section of this paper as 

follows: Section 2 explains the review of literature 

relevant to the proposed work. Section 3 describes the 

methodology adopted and experimental setup. Section 

4 explores the results of study and discussion. Finally, 

section 5 ends with the conclusion and future scope of 

research. 

2. Related Studies 

We review some of the related research in the following 

section; grouping them into two main categories i.e., 

machine learning techniques used: 

1. Single and hybrid classifiers 

2. Ensemble learning. 

2.1. Single and Hybrid Classifiers 

Different Decision Tree (DT) algorithms were adopted 

for network intrusion detection and report moderate 

classification accuracies [7]. A SVM predictive model 

was proposed [17] and applied to network traffic data 

collected with a modern honey network. Ajdani et al. 

[1] proposed an SVM based classifier for detecting 

network intrusion. Anomaly-Based intrusion detection 

with SVM was presented in [16]. Likewise, K-Nearest 

Neighbor (KNN) has been applied extensively for 

detecting network intrusion [15]. Hybrids techniques 

for identifying malicious traffic in networks has have 

been suggested. A genetic algorithm combined with a 

neural network for increasing classification accuracy in 

network intrusion detection systems [37]. In another 

work [18], a combination of DT and Particle Swarm 

Optimization (PSO) was used as a network instruction 

detection model, and experiments were carried out on 

the KDD99Cup dataset.  

Singh et al. [31] proposed a cross-layer based model 

for detecting wireless network intrusion. While 

boosting the packet delivery ratio, their suggested 

approach achieved a low misdetection ratio and false 

positive rate. Similarly, Khan et al. [14] suggested a 

novel paradigm for wireless mesh network intrusion 

detection systems. An intrusion detection model based 

on the KNN classifier and fuzzy rough set feature 

selection was proposed by Senthilnayaki et al. [29]. The 

study’s findings revealed that the suggested feature 

selection and classification algorithms are particularly 
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successful in detecting assaults and reducing false alarm 

rates. In Tabash et al. [35], a robust network intrusion 

detection system was built using two machine learning 

techniques (Naive Bayes and deep learning). According 

to the study, their results outperformed single- and 

hybrid-model outcomes. 

In the same way, a combination of SVM and RF was 

utilised in detecting network intrusion [30]. Recently, 

network intrusion detection based on deep learning 

techniques has been proposed in several studies. For 

example, a deep neural network intrusion detection 

framework based on a combination of bidirectional 

long-term memory (BLSTM) and attention mechanism 

was proposed [34]. The proposed model was broadly 

assessed on the NSL-KDD dataset and achieved a 

classification accuracy of 84.25%. Similarly, 

Vinayakumar et al. [38] proposed a convolutional neural 

network-based network instruction detection model and 

experimented on KDDCup 99 with an accuracy of 97%. 

Finally, for intrusion detection, a behaviour profiling 

and statistical approach model were applied [5]. 

From the above, it is evident that machine learning 

algorithms such as SVM, DT, RF, and KNN have been 

extensively used in literature for detecting network 

intrusion [1, 3, 7, 15, 16, 17, 25, 26, 30, 40, 43]. 

However, shallow learning techniques often emphasise 

feature optimisation [30, 37]. Consequently, they have 

issues with feature selection. Hence, it cannot efficiently 

unravel the huge intrusion data classification problem as 

a single model, leading to low recognition accuracy and 

a high false alarm rate [34]. Therefore, finding an 

effective predictive model with low false-positive rates 

and high efficiency is still the focus of current work in 

this field. 

2.2. Ensemble Learning 

In most cases, various models provide varied detection 

rates when faced with an intrusion threat. In such 

instances, integrating many models rather than 

employing a single model in isolation can frequently 

result in improved prediction; Ensemble Learning (EL) 

is the method of training numerous models individually 

and merging their multiple outputs. Decision fusion is 

used in ensemble learning to combine the “decisions” of 

numerous base learners into a single “decision” 

concerning the forecasting goal. Fusion refers to 

combining data or information from several sources. 

Fusion can be divided into three levels of hierarchy: data 

fusion, feature fusion, and decision fusion. As a result, 

decision fusion refers to the merging of various 

projections provided by base learners.  

Fusion for network intrusion detection market 

prediction entails a variety of methodologies, including 

artificial intelligence and data fusion, and there is no 

one-size-fits-all strategy to using fusion techniques. 

Because of the wide variety of network intrusion 

detection models, the mechanism for decision fusion is 

generally chosen based on the detection job and 

personal taste. Nonetheless, the basic idea is that the 

final forecast should be based on the situational 

knowledge that has been seen. Only by fully using 

various predictors can more meaningful intrusion 

detection be achieved at the decision level. 

Bagging (bootstrap aggregation), mixing, boosting, 

error-correcting output coding, stacking, and other 

approaches can all be used to create an ensemble. EL 

has been employed in numerous sectors to obtain 

optimal accuracy due to the accuracy it provides when 

compared to single classifiers. Several studies in 

network intrusion detection have adopted ensemble 

learning techniques (see Table 2). Table 2 shows that 

most previous research used heterogeneous base 

learners who were chosen randomly. 

On the other hand some significance tests, on the 

other hand, must be treated as a neutral benchmark 

comparing classification algorithms employed as base 

learners for ensemble classifiers [36]. Many well-

known intrusion datasets, such as KDDcup99 and 

UNSW-NB15, are also unbalanced. As a result, it has 

an influence on machine learning performance, 

necessitating a statistical analysis of the performance 

significance of many base learning prior to ensemble. 

As a result, these tests have become routine in machine 

learning investigations, which often involve a large 

number of algorithms. In Table 1 Summarizes relevant 

studies for intrusion detection based on ensemble 

learning approaches. 

3. Methodology  

The proposed model’s framework is shown in Figure 1, 

and the framework's succeeding subsections are 

described in depth. 
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Figure 1. Conceptual framework of the proposed (MCC-StackNet) 

network intrusion-detection model. 
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Table 1. A Summary of related studies based on ensemble learning methods for intrusion detection.

Ref Base learners Base learners’ 

selection technique 

Ensemble technique Dataset Metrics 

[39] Bayesian network and Random 

Tree 

Based on literature Simple voting KDDcup99 AUC 0.995 – 0.999 

[33] Naïve Bayes, Decision Tree, SVM, 
Neural Network and KNN 

Randomly Adaboost KDD Cup99 Sensitivity = 0.7600 and 
specificity = 0.9905 

[24] KNN, RF, Logistic regression and 

SVM 

Randomly Stacking UNSW-NB15 Acc = 0.94, precision = 0.96, 

recall = 0.93, AUC = 0.99, 

F1 score = 0.95 

[38] Bayesian ridge, RF, Extra trees, 

Gradient boosting machine 

Randomly Stacking SNMP-MIB Acc = 99.3% 

[40] decision trees Randomly Bagging KDD99 Acc = 98.49% 

[22] RF, Catboost, ET, Lightgbm, 

Xgboost DT, KNN 

Mathew’s correlation 

coefficient 

StackNet KDDcup99 Acc = 99.7% 

Our study RF, Catboost, ET, Lightgbm, 

Xgboost, DT, KNN and MLP 

Mathew’s correlation 

coefficient 

StackNet KDDcup99 Acc = 99.8% 

                  *Acc = Accuracy 

3.1. Dataset Acquisition and Preparation 

We use Kaggle's publicly accessible intrusion detection 

dataset in this research. 

It comprises a variety of network intrusion scenarios 

that are simulated on a Local Area Network (LAN) to 

get raw TCP/IP dump data. Multiple known intrusion 

attacks were used to target the LAN design, which was 

designed to simulate a genuine environment. 

Data flow from a source IP address to a target IP 

address that follows a well-defined protocol is classified 

as either normal or an attack with a single attack type. 

Normal and attack data yield forty-one qualitative and 

quantitative characteristics for each TCP/IP connection 

(3 qualitative and 38 quantitative features). The class 

feature has two labels: 

1. Normal (1)  

2. Anomalous (0). 

Thus, the dataset size was (47,736, 42) our dataset was 

pre-processing by applying cleaning, encoding, scaling 

techniques and feature selection. Firstly, cleaning refers 

to handling miscellaneous data, missing values and data 

inconsistency. During this step of the pre-processing, 

251 records were successfully deleted in this research. 

The eliminated records were, however, insignificant in 

comparison to the remaining records due to the large 

data size employed in this study. Second, we reduced 

the majority examples while increasing the minority 

examples using two well-known data imbalance 

correction approaches (OSS and SMOTE). Finally, all 

nominal data characteristics were encoded using 

Python’s label encoder (i.e., converting all nominal data 

to numeric form). Fourthly, using the max-mum 

function as defined in Equation (1), we scale our data 

between 0 and 1. The aim was to ensure that features 

having a bigger numeric range do not dominate those in 

smaller numeric ranges. 

 

 

Finally: 

1. We reduce the noise in our dataset and created an 

accurate depiction of the dataset by applying the 

Principal Component Analysis (PCA), 

2. Eliminating the feature dimensions with the low 

variance among subjects, and 

3. Pick out 21 independent feature dimensions with 

the optimal correlations. Thus, our dataset feature 

dimensions were reduced from 42 to 22. 

' min

max min

x x
x

x x





 

3.2. Model Building 

This section presents a brief description of the selected 

base learners and the decision fusion model. 

3.2.1. Selection of Base Models 

From a literature survey by Salo et al. [27] and our 

partial review of previous studies presented, nineteen 

(19) MLAs were identified as commonly used for 

network instruction detection. Out of the 19, we adopted 

seven (17) machine learning algorithms comprising of 

single classifiers, deep learners and ensemble learner. 

Since we deal with some imbalanced datasets, we 

consider the Matthews Correlation Coefficient (MCC) 

to statistically examine the performance significance 

between these 17 algorithms and use the best eight (8) 

for our decision fusion ensemble classifier. 

Thus, to the best of our knowledge, this study, if not the 

first, is among the few to use MCC metrics in evaluating 

base learners’ algorithms in intrusion detection 

modelling. We discuss in brief the ten weak learners in 

earlier below: 

1. SVM: this is an optimum margin-based classification 

approach in machine learning. SVM is a binary linear 

classifier that has been extended to non-linear data 

using Kernels and multiclass data using techniques 

(1) 



482                                             The International Arab Journal of Information Technology, Vol. 19, No. 3A, Special Issue 2022 

like one-versus-one, one-versus-rest, Crammer 

Singer SVM, Weston Watkins SVM and Directed 

Acyclic Graph SVM (DAGSVM) etc. SVM has been 

changing since its conception, and academics have 

presented several problem formulations, solvers, and 

methodologies for solving SVM. 

2. Artificial Neural Networks (ANNs): are computer 

networks that are inspired by biology. In this paper 

we adopted the MLPs using backpropagation 

learning methods, among the numerous forms of 

ANNs. MLP is a supervised deep ANN that learns a 

function f (.):Rm→Ro by training on a dataset (DSTrain), 

where (m) is the dimensions of DS and (o) is the 

output dimensions. It contains at least three (3) layers 

of nodes: 

1. The input layer for receiving the input signal.  

2. The output layer for making a judgment or 

forecast about the input.  

3. Hidden layer(s) sandwiched between 1and 2 

for all MLP calculation; this layer can have an 

indefinite number of nodes. 

3. Nearest Centroid (NC): is one of the most 

underappreciated and underused MLAs, despite the 

fact that it is relatively powerful and extremely 

efficient for certain ML applications. It works in a 

similar way to the KNN. 

4. Ridge Classifier (Ridge): the ridge classifier, based 

on the Ridge regression method, converts the label 

data into (-1, 1) and solves the problem with the 

regression method. The highest value in prediction is 

accepted as a target class, and multi-output 

regression is applied. 

5. Random Forest (RF): random Forest classifiers are 

part of the larger category of ensemble-based 

learning techniques. They are easy to set up, operate 

quickly, and have a long track record of performance 

in various fields. The essential principles 

underpinning the random forest technique are the 

building of numerous “simple” decision trees in the 

training stage and the majority vote (mode) across 

them in the classification stage. Random forests, like 

nave Bayes and k-nearest neighbour algorithms, are 

well-known for their ease of use and typically high 

performance. 

6. Quadratic Discriminant Analysis (QDA) and Linear 

Discriminant Analysis (LDA): LDA and quadratic 

discriminant analysis are examples of discriminant 

analysis methods that may be used for both 

classification and dimensionality reduction QDA. 

LDA is a dimensionality reduction approach and a 

classifier, while QDA is a version of LDA that allows 

for non-linear data separation. Furthermore, 

Regularised Discriminant Analysis (RDA) is a 

hybrid of LDA and QDA. 

7. Naive Bayes (NB): NB is a graphical Bayesian model 

with nodes for each column or characteristic. It’s 

dubbed naïve because it disregards the prior 

distribution of parameters and believes that all 

features and rows are independent. NB assumes two 

things: 

1. that all columns are independent of each other 

and solely rely on the label, 

2. That all rows are independent of each other. 

8. Logistic Regression (LR): a procedure of modeling 

the likelihood of a discrete result given an input 

variable is known as logistic regression. The most 

popular logistic regression models have a binary 

result (true/false, yes/no, etc). Multinomial logistic 

regression can be used to model situations with more 

than two discrete outcomes. Logistic regression is a 

useful analytical tool for classification issues, such as 

determining if a fresh sample belongs in a specific 

group. 

9. Light Gradient Boosting Machine (LightGBM): light 

GBM is a gradient boosting framework based on a 

decision tree algorithm that may be used for ranking, 

classification, and a variety of other machine learning 

applications. It splits the tree leaf-wise with the 

greatest fit since it is based on decision tree 

algorithms, unlike other boosting methods split the 

tree depth or level-wise rather than leaf-wise. As a 

consequence, while growing on the same leaf in 

Light GBM, the leaf-wise approach may minimize 

more loss than the level-wise technique, resulting in 

significantly higher accuracy than any of the existing 

boosting strategies. The name 'Light' refers to the 

speed with which it computes. 

10. KNN: the KNN classifier is a supervised machine 

learning method that addresses classification and 

regression issues. It's simple to set up and 

comprehend, but it has the disadvantage of being 

substantially slower as the amount of data in use 

rises. 

11. Gradient Boosting Classifier (GBC): GBC is a 

collection of machine learning algorithms that 

combine a number of weak learning models to 

produce a more robust prediction model. When 

conducting gradient boosting, decision trees are 

commonly employed. Gradient boosting models are 

gaining popularity as a result of their ability to 

categorise complex information. 

12. Extreme Gradient Boosting (Xgboost): the Extreme 

Gradient Boosting Method is a decision-tree-based 

ensemble MLA based on the GB framework, which 

is an improvised version of the GBM algorithm, 

similar to the LightGBM. It may be used for both 

regression and classification machine learning 

problems. The key distinction between RF and GB 

Machines (GBM) is that RF builds trees separately, 

whereas GBM adds a new tree to complement 

existing ones. 

13. Extra Trees Classifier (ET): to get its classification 

result, this sort of ensemble learning approach 

integrates the outcomes of several de-correlated 
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decision trees collected in a "forest." It is 

conceptually identical to a Random Forest 

Classifier, with the exception of how the decision 

trees in the forest are constructed. 

14. DT: in the form of human-understandable tree rules, 

decision trees extract predictive information. A 

Decision Tree is a useful approach for various 

classification issues that uses human-readable “If.... 

Then...” rules to describe the model’s rationale. 

15. CatBoost Classifier (Catboost): CatBoost is an 

open-source toolkit for gradient boosting on 

decision trees that is very fast. It enhances training 

outcomes by allowing non-numeric elements to be 

used instead of pre-processing data or wasting time 

and effort converting it to numbers. 

16. AdaBoost Classifier (Ada): ada-boost, also known 

as Adaptive Boosting, is an ensemble boosting 

classifier that combines numerous classifiers to 

improve Meta classifier accuracy. AdaBoost is an 

iterative ensemble approach for constructing a 

strong classifier by merging many low-performing 

classifiers to produce a high-accuracy strong 

classifier. The primary idea behind Adaboost is to 

train the data sample and set the weights of 

classifiers in each iteration to provide accurate 

predictions of uncommon observations. Any 

machine learning method that takes weights on the 

training set can be used as a basic classifier. 

17. GBC to create the final forecasts, combine the 

estimations from numerous DTs. It's one of the most 

effective MLAs for creating regression and 

classification models. RF develops an ensemble of 

deep autonomous DTs, whereas GBM's ensemble 

shallows DTs progressively, with each DT learning 

and improving on the previous one. 

3.3. StackNet Ensemble Classifier Design 

There are several decision fusion techniques for 

combining weak learners. However, in this study, we 

adopted a unique variant to the stacking technique called 

StackNet. StackNet [39] is an ML technique that looks 

like a feed-forward NN; it uses the stacked 

generalisation technique of Wolpert [41] at numerous 

levels (layers) to curtail regressor error or enlarge the 

accuracy of classifiers. However, unlike the feed-

forward NN that uses backward propagation for 

training, StackNet is constructed iteratively one layer at 

a time (using stacked generalisation), with each layer 

using the final target as its target. StackNet can be 

achieved in two ways: 

1. Every single layer makes use of the predictions 

from only one preceding layer, 

2. Every single layer makes use of the predictions 

from all preceding layers in addition to the input 

layer. 

The latter is referred to as restacking. They usually 

give better accuracy than the single optimal model in 

each layer. However, their performance always 

depends on putting together a good mix of 

heterogeneous base learners to get the best meta-

classifier. We adopted EL because they offer several 

advantages in classification tasks [21]. That is:  

1. Better prediction and model stability. 

2. EL helps in enhancing classification accuracy by 

merging many single learners. Thus, using many 

single heterogeneous learners helps lead to higher 

prediction accuracy.  

Specifically, we adopted the StackNet ensemble for the 

study based on: 

1. Due to the success in literature [2, 19] in different 

fields. 

2. Including more single heterogeneous classifiers 

that have similar or diverse prediction 

performance offer better meta-classifiers. 

3. Offers the ability to place single learners with 

optimal performance on a higher layer. 

4. The ability to increase diversity in each layer. 

Figure 2 shows the architecture of the proposed decision 

fusion StackNet ensemble classifier. It consists of three 

(3) layers with eight (8) heterogeneous classifiers, 

including RF, Catboost, ET, Lightgbm, Xgboost, DT, 

MLP and KNN. The first layer has two ensembles 

(Lightgbm and ET) and two single (DT and KNN) 

classifiers, the second layer contains two ensemble 

classifiers (CatBoost and RF) and a deep neural network 

(MLP), and the last layer has one ensemble classifier 

Xgboost. It’s worth mentioning that deep learning 

models were not considered in our earlier study [22]. 

However, in this paper, we added an extra node (a deep 

neural network) to create deeper Stacknets, to improve 

accuracy. 

Input data

Lightgbm

ET

DT

CatBoost

RF Xgboost

Level 1 Level 2 Level 3

KNN
MLP

 

Figure 2. Architecture of the three-layer proposed MCC-StackNet, 

an ensemble classifier. 
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Algorithm 1: Pseudocode of proposed model  

Setup: 

1. Input: Training dataset {DSTrain=(xi, yi),i= 1,2, …k} 

consisting of 21 independent features and one 

dependent feature 

2. Output: StackNet model [0, 1] 

First Phase (Training all initially selected base learners): (Each 

initially selected classifier participates in the m-fold CV) 

3. Randomly Divide( D S Train ) in M instances in same 

sizes training (D1, D2, …,DM)  

4. Let Dm and D(_m) (m= 1,2, …M) represent mth testing 

and training sets, respectively  

5. Let L be the initial classifiers and hr
(_m) (r = 1,2, …L) 

be the rth classifier in D(_m) and hr (xi) be the 

corresponding output for (xi) in Dm using classifier 

hr
(_m) 

6. Get the prediction of each L along with the 

corresponding actual labels  

7. Calculate each L MCC’s scores and rank 

8. Rank L concerning their MCC score in increasing 

order, from the best performer to the worst performer 

and select top seven (T) 

Train the proposed ensemble classifier: 

9. Layer 1: Train each of the first four{t1, t2, …, t4} base 

learners  

10. Perform 10-fold cross-validation on each base 

classifier {t1, t2, …, t4} 

11. Collect the outcome of their predictions {t1, t2,… ,t4} 

along with the original label, leading to a new training 

data set 

       1 1 2 4
ˆ, , , , 1,2, ,new i i i iD y x t x t x y i k 

 

12. Layer 2: Train the second layer of the StackNet with 

Dnew2 and collect the prediction output of laye 2 in 

addition to layer one along with the original dataset as 

Dnew2 

13. Layer 3: Train the final layer with Dnew2  

Prediction on unseen testing sets: 

14. Apply the train StackNet on the unseen dataset  

15. Measure model’s performance 

3.4. Evaluation Metrics 

The current study aimed to improve the prediction 

accuracy of intrusion detection predictive framework; 

hence we adopted the MCC as defined in Equation (1) 

to evaluate the performance of 15 base learners and pick 

the best seven for ensemble classifier using StackNet. 

Six (6) well-known evaluation metrics frequently used 

for network intrusion detection are also considered. 

They include Accuracy (ACC), F1-score, The Area 

under Curve (AUC), Precision Equation. (5), Recall and 

Kappa, as defined in Equations. (2), (3), (4), (5), (6), (7), 

(8), respectively. 

We selected various evaluation metrics because any 

individual metric is insufficient to detect the model’s 

efficiency For example, according to [28], the accuracy 

metric in situations where the dataset is skewed could 

lead to biased results in the performance indicator. 

   

       
   1,1

             

TP TN FP FN
MCC

TP FP TP FN TN FP TN FN

  
  

      

 

Where a value of −1 represents an entirely wrong 

prediction, and +1 indicates a perfectly correct 

prediction. If MCC=0 means that the base learner is no 

better than random guessing, there is no correlation 

between the learner’s predicted 

(y) and actual values(y). TP=true positive, TN=true 

negative, FN=false negative, FP=false positive 

 

 
   0,1

TP TN
ACC

TP FP TN FN

  
  

      

It defines the ratio of all correct predictions to the total 

number of predictions. Where values closer to 1 indicate 

better accuracy measures. 

 
2

1 score   0,1
P R

F
P R

 
  

  

It displays the evenness among (P) and (R), i.e., is the 

consonant mean (P) and sensitivity (R). 

1 1

0 0

TP FP TP FP
AUC d d

TP TN FP FN P N

   
    

    
 

 

It is a graphic picture that shows the intrusion detection 

accuracy against the false positive rate. It is a well-

known evaluation metric used to evaluate intrusion 

detection systems’ performance [38]. 

Precision
TP

TP FP

 
  

   

It measures the ability of a classification model to 

classify the positive class. A measure closer to one (1) 

is better. 

Recall
TP

TP FN

 
  

   

It explains how good a classification model is at 

classifying the positive class when the actual result is 

positive. Thus, a recall value closer to one (1) is better. 

    
  

ˆ
 –  p

  
 1 p  

y y

y

p
Kappa

 
 



 
   

It measures the chance of agreement between the (y) and 

the (y) classes, where p (y)
 is the predicted agreement and 

p (y)
 is the expected agreement. 

4. Results and Discussion 

We used the Python programming language and the 

Scikit-Learn, Matplotlib, pandas, and seaborn libraries 

to conduct all of the experiments in this work. This 

study employed a Lenovo (20EGS12E00) Intel® 

coreTM i5-4340M CPU At 2.90GHz (4 CPUs) with 

12GB memory. The results are presented in the next 

section. 

4.1. Selection of Base Learners 

Table 2 Shows the performance (MCC score) of the 

fifteen initially selected base learners in this study; each 

base learner was trained using the 10-fold Cross-

(2) 

(3) 

(4) 

(5) 

(6) 

 (7) 

(8) 
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Validation (CV) technique. We rank their performance 

from the best performer to the worst performer based on 

MCC score, i.e., a model with MCC score closer to one 

(1) the better than the one with MCC score close to zero 

(0). Of the ensemble learners, it was observed that RF, 

Catboost, ET, Lightgbm and XgBoost were the best 

ensemble classifiers. Thus, the ensembles gave better 

MCC scores compared with single classifiers. 

Furthermore, the DT was more accurate than Ridge, 

KNN, LDA, LR, SVM, and NB among the single 

classifiers; this shows why it is commonly used among 

machine learning practitioners [3, 7, 18] in intrusion 

detection studies. However, the deep learning classifier 

(MLP) outperformed all single classifiers used in this 

study. Also, looking at the DT’s training time compared 

with the MCC scores of models, it can be inferred that 

the DT is computationally lesser than the top five 

models. 

Table 2. Ranking of initially selected algorithms based on their MCC 

score. 

S/N Symbol Model MCC TT (Sec) 

1 RF Random Forest Classifier 0.988 1.055 

2 Catboost CatBoost Classifier 0.987 5.668 

3 ET Extra Trees Classifier 0.986 1.029 

4 
Lightgbm 

Light Gradient Boosting 

Machine 
0.983 0.215 

5 MLP Multi-Layer Perceptron 0.981 2.027 

6 Xgboost Extreme Gradient Boosting 0.98 0.463 

7 GBC Gradient Boosting Classifier 0.98 0.812 

8 ADA AdaBoost Classifier 0.966 0.243 

9 DT Decision Tree Classifier 0.959 0.051 

10 KNN K Neighbours Classifier 0.94 0.094 

11 Ridge Ridge Classifier 0.936 0.253 

12 LDA Linear Discriminant Analysis 0.927 0.093 

13 LR Logistic Regression 0.819 0.159 

14 
QDA 

Quadratic Discriminant 
Analysis 

0.7 0.08 

15 SVM SVM - Linear Kernel 0.295 0.048 

16 NB Naive Bayes 0.254 0.048 

Based on the results in Table 3, we selected the top 

four (4) ensemble learners, a deep learning model 

(MLP) and the top two (2), single learners, as our base 

learners for the StackNet ensemble. Table 3 shows the 

final selected algorithms. 

Table 3. Final selected algorithms. 

S/N Symbol Model 

1 RF Random Forest Classifier 

2 Catboost CatBoost Classifier 

3 ET Extra Trees Classifier 

4 Lightgbm Light Gradient Boosting Machine 

5 Xgboost Extreme Gradient Boosting 

6 MLP Multi-Layer Perceptron 

7 DT Decision Tree Classifier 

8 KNN K Neighbours Classifier 

4.2. Feature Engineering 

Computational complexity in machine learning is an 

issue of concern in designing a predictive model; to 

reduce this challenge, the PCA was adopted for 

dimensionality reduction in this study. Implementing 

dimensionality reduction enables the MLAs to train 

faster, improves accuracy if the correct subset is chosen, 

reduces overfitting, and makes interpreting the model 

easier. Figure 3 shows the learning curve of the PCA 

algorithms based on different feature subsets. For 

example, it can be seen that 20 features gave an accuracy 

score (99.1%) better than all 41 features combined. 

Therefore, based on the PCA output, we reduced the 

feature dimensions of our dataset from an initial value 

of 41 to 20 (i.e., more than 50% reduction) independent 

features and fed these features to our proposed model. 

Thus, it can be said that the computational complexity 

has indirectly been reduced by 50% approximately.  

 

Figure 3. Feature selection with PCA. 

4.3. Performance of Proposed Decision Fusion 

Classifier 

The accuracy, AUC, recall, precision, F1-Score, Kappa 

and MCC values of the proposed model are 0.998, 

0.9989, 0.9989, 0.9961, 0.9975, 0.9946 and 0.9946, 

respectively. The experiment was designed to study the 

classification performance of the proposed model. The 

prediction error measures how efficient samples are 

classified to the correct class in classification. Figure 4 

shows the prediction error of our proposed model. 

Figure 5 summarises the prediction results (confusion 

matrix) of the proposed classifier. The results show that 

most of the class labels were adequately found by the 

proposed method. It also shows how effective the 

proposed decision fusion classifier is at detecting 

regular and aberrant network traffic. Figures 6, 7 depict 

the proposed model’s ROC curve and precision-recall 

curve, respectively. The AUC score for the suggested 

model is 0.9989. The high scores demonstrate that the 

proposed model produced accurate outcomes (high 

precision). Similarly, the majority of the model results 

were good (high recall). Furthermore, the findings 

suggest that the proposed approach is robust and can 

effectively hand-pick base learners to give 

complementing data in a variety of ways. They do, 

however, have high predictive abilities, which improves 

the suggested model’s classification performance. 
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Figure 4. MCC-StackNet prediction Error. 

 

Figure 5. Confusion matrix yielded by the MCC-StackNet model. 

 

 

Figure 6. ROC curve of the MCC-StackNet classifier. 

 

Figure 7. Calibration plot of the MCC-StackNet 

 

Figure 8. Precision–recall curve of the MCC-StackNet. 

Figures 8, 9 depict the proposed model's class report and 

calibration charts, respectively. The decision boundary 

and cumulative gain curve, the lift curve, KS Statistic, 

the dimensions, and learning curve plots of the proposed 

model are shown in Figures 10, 11, 12, 13, 14, 15, 

respectively. The learning curve (see Figure 15) depicts 

our model's learning performance over time. The results 

reveal that the suggested model does not overfit nor 

underfit, indicating robustness of our proposed 

classifier. Figure 16 shows the manifold curve of the 

proposed model. 

 

Figure 9. Class report of the proposed decision fusion model. 

 

Figure 10. Decision boundary of the proposed decision fusion 

model. 

 

Figure 11. The cumulative gain curve of the proposed decision fusion model. 

 

Figure 12. Lift Curve of the proposed decision fusion model. 

 

Figure 13. KS Statistic plot of the MCC-StackNet. 
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Figure 14. Dimensions of the proposed decision fusion model. 

 

Figure 15. The learning curve of the proposed decision fusion model. 

 

Figure 16. Manifold curve of the proposed decision fusion model. 

4.4. A Comparative Analysis With State of the 

Art 

We conducted a comparative experiment of our state-

of-the-art model in order to objectively analyse the 

performance of the proposed model proposed in this 

work. The proposed model’s accuracy, AUC, recall, 

precision, F1-Score, Kappa, and MCC values are 0.998, 

0.9989, 0.9961, 0.9975, 0.9946, and 0.9946, 

respectively, as shown in Figure 17. The suggested 

model outperforms state-of-the-art ensemble models 

such as Xgboost, Catboost, LightGBM, RF, MLP, and 

Extra Trees Classifier, according to the results ET. As a 

result, the proposed model has a higher probability of 

correctly identifying unauthorised network traffic at 

99.8 percent accuracy than Xgboost (97.61%), Catboost 

(97.49%), LightGMB (97.63%), RF (97.97%), MLP 

(97.7%) ET (95.82%), DT (96.95%) and KNN (95.56), 

making it an efficient and better intrusion detection 

model. In addition, we compared the current study to 

our earlier work [22] and discovered a 0.001 increase in 

accuracy. As a result, the results show that the proposed 

model can more effectively and painstakingly capture 

the hidden relationship between network traffic 

variables and use it to improve prediction accuracy. 

Furthermore, the kappa score, which indicates the level 

of agreement among the actual values (y) and the 

predicted values (y’), shows that the predictions by our 

model are highly close to the true values as compared 

with other models. Thus, the proposed classifier can 

offer a more significant advantage in detecting 

abnormal network traffic in different attack scenarios. 

Table 1 shows a comparison of the current study with 

other studies. 

 

Figure 17. Performance evaluation indicators of different machine 

learning models and proposed decision fusion model. 

5. Conclusions 

Network intrusion is an issue of global concern; its 

economic impact affects the governments, 

organizations, and individuals. Of late, the advancement 

in internet technologies has increased its occurrence rate 

both in developed and developing economies. Recent 

works [11, 20] have used approximation matching 

algorithms run on parallelized processors and Teaching-

Learning-Based Optimization Algorithm (NTLBO) 

approaches that show favourable results on various 

network types. However, in this era of big data, our 

future work will look at deeper Stacknets to achieve a 

successful training process through all layers, using k-

fold cross-validation.  
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