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Abstract: Tracking is essentially a matching problem. This paper proposes a tracking scheme for video objects on compressed 

domain. This method mainly focuses on locating the object region and predicting (evolving) the detection of movement, which 

improves tracking precision. Motion Vectors (MVs) are used for block matching. At each frame, the decision of whether a 

particular block belongs to the object being tracked is made with the help of histogram matching. During the process of 

matching and evolving the direction of movement, similarities of target region are compared to ensure that there is no 

overlapping and tracking performed in a right way. Experiments using the proposed tracker on videos demonstrate that the 

method can reliably locate the object of interest effectively.  
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1. Introduction 

Object tracking is one of the fundamental problems 

considering attention in the field of computer 

applications research, due to its applications in road 

traffic control, military guidance, surveillance system, 

visual navigation of robots and so on.  

Visual features (like color, texture and shape) and 

motion details are the two major sources of information 

in video that can be used to track moving objects. 

Extraction of these two types of information can be 

done either in the pixel domain or in the compressed 

domain. 

Despite of the recent progress in both pixel-domain 

and compressed-domain video object tracking the need 

for a framework with both reasonable accuracy and 

reasonable complexity still exists. The potential 

accuracy of the pixel domain approach is higher and 

also requires higher computational complexity.  

Nowadays most of the video content are available in 

the compressed form, decoding is required in order to 

generate pixel domain information. Mean while the, 

“compressed-domain” approaches make use of the data 

from the compressed video bit stream, such as Motion 

Vectors (MVs), block coding modes, motion-

compensated prediction residuals or their transform 

coefficients, etc.,  

The most important advantage of compressed 

domain methods in practical applications is their lower 

computational cost. As a result, compressed-domain 

methods are thought to be more suitable for real-time 

applications although some of them are still 

characterized by high complexity. This paper presents a 

compressed-domain object tracking method that uses 

only MV’s and block coding motion information to 

perform fast and fairly accurate tracking.  

The remainder of this paper is organized as follows: 

section 2 briefly summarizes related work on object 

tracking, section 3 is devoted for analysing the object 

tracking problem in the compressed domain. Section 4 

proposes the algorithm for object tracking and its 

direction of movement in video scenes. Section 5 

presents the experimental results and provides insight 

into the utility and robustness of the proposed 

approach. Section 6 concludes this paper. 

2. Background 

Researchers have tried different approaches for object 

tracking. The main, non-mutually exclusive categories 

identified are: region-based tracking, active contour-

based tracking, feature-based tracking, model-based 

tracking and body-part based tracking. 

The method in [10] proposes an approach to 

develop a real-time object tracking system using 

histogram matching and absolute frame subtraction. 

Particle filtering based visual tracking approaches are 

used in [18, 19] it deals with non-linear dynamic 

system and can handle the multimodal status of the 

observation noise. Approach in [18] uses multiple 

features in combination with the particle filter 

algorithm in real time object tracking.  

Contour-based approaches do not make use of the 

spatial and motion information of the entire object and 

rely on the information closer to the boundary of the 

video object [4, 6]. Contour-based methods can 

achieve a high tracking precision, but their robustness 

is usually not better than that of region-based methods.  
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There are some tracking methods that use both 

region and contour information [21]. 

A variation of conventional mean shift algorithm in 

combination with Kalman filter uses adaptive 

bandwidth and kernel weights are used in video-based 

target tracking [2, 16]. 

Background subtraction is a commonly used 

technique for segmenting object of interest in static 

scenes. The idea behind is to subtract a background 

model image from the current frame [17, 23]. 

More recently, there are some work aiming to 

recognize the category of the object incorporating high-

level offline models and low-level online tracking 

models [3, 8]. In this work once an object is discovered, 

the tracking results are continuously fed forward to the 

upper-level video-based recognition scheme, in which 

the category of the object and its location can be 

recognized.  

Some of the previous work targets on detecting 

objects of interest which is a convoy, using Multi-

Target Tracking algorithm as well as modelling of 

objects of interest with graphic models. Many methods 

are designed for specific applications (e.g., using object 

models) [3, 7, 20] and many other methods employs 

features for tracking performance [1, 5, 15, 22]. 

The compressed domain algorithms [9, 12] exploit 

motion vectors or Discrete Cosine Transform (DCT) 

coefficients instead of original pixel data as resources 

in order to reduce computational complexity of object 

detection and tracking. 

One of the advantage of the proposed approach 

compared to the state-of-the-art algorithm is that here 

the computational time is reduced. As this approach 

uses compression techniques instead of 64 pixels, only 

one pixel is used. Also most of the papers uses three 

frames to compute motion vector, in this approach only 

two frames are used to estimate the motion information. 

In the proposed approach to detect the movement 

only the region of interest is searched and not the entire 

image. This saves the computation time. Again in most 

of the traditional algorithms, noise removal is done in a 

separate step. But in the proposed approach, as the 

DCT technique is used noise removal is done 

automatically. 

3. Object Tracking Analysis 

3.1. Feature Extraction 

In static video object tracking the frame difference can 

be used to separate the moving object from the 

background. This specific theory of frame difference is 

done by calculating the same pixels feature value in 

two continuous frames, the difference of feature value 

i between these two frames is calculated as: 

i = |Fi+1 – Fi| 

Here Fi denotes the current frame and Fi+1 the 

successive frame. The possible movement area is 

assumed as region of interest. Hence the region of 

interest is estimated as  

€ = i >  

Where  denotes the threshold value, which is 

calculated by,  

( ) ( )

2

max i min i  
   

So the frame difference can help us track more exactly 

in the static videos. 

3.2. Motion Estimation 

The motion compensation consists of taking a macro 

block from the current picture and determining a 

spatial offset in the reference picture at which a good 

prediction of the current macro block can be found. 

The offset is called the motion vector, see Figure 1. It 

consists of two components, x and y coordinates x 

and y. 

 

 

 

 

 

 
             I Frame                              P Frame 

Figure 1. Image showing motion vector. 

3.3. Distance Measure 

The distance between two points is the length of the 

path connecting the points. In the plane, the distance 

between points (x1, y1) and (x2, y2) is given by 

the Pythagorean Theorem, 

2 2

2 1 2 1
( ) ( )d x x y y      

In general, the distance between points x and y in 

a Euclidean space Rn is given by: 
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3.4. Image Compression 

The DCT helps separate the image into parts (or 

spectral sub-bands) of differing importance (with 

respect to the image's visual quality).  

The DCT is identical to the discrete Fourier 

transform: it transforms a signal or image from the 

spatial domain to the frequency domain. 

The one-dimensional forward Discrete Cosine 

Transform (1-D DCT) of N samples is formulated by  
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The general equation for a 2D (N by M image) DCT is 

defined by the following Equation: 
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http://mathworld.wolfram.com/PythagoreanTheorem.html
http://mathworld.wolfram.com/EuclideanSpace.html
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3.5. Histogram Equalization 

The histogram of an image normally refers to a 

histogram of the pixel intensity values. It shows the 

number of pixels in an image at each different intensity 

value found in that image using a graph. An 8-

bit grayscale image is said to have 256 different 

possible intensities, and so the histogram will provide a 

graphical display of 256 numbers showing the 

distribution of pixels amongst those grayscale values.  

The image is scanned in a single pass and a running 

count of the number of pixels found at each intensity 

value is kept. This is then used to construct a suitable 

histogram. 

Histograms have many uses. The most common one 

is to decide upon the value of threshold to use when 

converting a grayscale image to a binary one 

using threshold value. If the image is appropriate for 

thresholding then the histogram will be bi-

modal i.e., the pixel intensities will be gathered around 

two well-separated values. A proper threshold for 

separating these two groups will be found somewhere 

in between the two peaks in the histogram. If the 

distribution is not so then it is doubtful that a good 

segmentation can be produced by thresholding. 

3.6. Block Matching 

Detecting the moving objects using two successive 

frames can be done by a procedure called block 

matching. Here the image frame is divided into non-

overlapping square blocks. Each block from the source 

frame is verified for a corresponding block in the 

destination frame, by moving the source frame over a 

predefined region of pixels in the destination frame. At 

each move, the Euclidean distance between the gray 

values of the two blocks is computed. The shift which 

gives the smallest Euclidean distance is regarded as the 

best possible match. 

4. The Proposed Algorithm  

4.1. Outline of the Proposed Algorithm  

In this algorithm, object tracking is performed by 

temporal tracking of a rectangle around the object at a 

reference frame. The algorithm is fully-autonomous in 

the sense that there is no human intervention and 

system itself does the low-level tasks, like motion 

detection and tracking. The input is the video sequence 

taken at the scene where surveillance is performed.  

4.2. Low-Pass Filter for Image Smoothening  

The first step is to capture a live video and take picture 

frames from it, upon which tracking techniques will be 

done to identify a moving object in the environment.  

After which a low pass filter that is a mean filter is 

applied on the frames. This helps in smoothing the 

image as well as to reduce noise in images. Let Sxv 

represent the set of coordinates in a rectangular sub 

image window of size m x n, centered at point (x, y). 

The arithmetic mean filtering process computes the 

average value of the captured image g(x, y) in the area 

defined by Sxy. The value of the restored image at any 

point (x, y) is simply the arithmetic mean computed 

using the pixels in the region defined by S. In other 

words, 

( )

1
( ) ( )s ,t Sxy

f̂ x,y g s.t
mn

   

This operation can be implemented using a 

convolution mask in which all coefficients have value 

1/mn. Now each input tile in Red Green Blue (RGB) 

space colour frame is transformed to YCbCr space. 

The transform takes an RGB input value with each 

component in the range [0-255] and transforms it into 

Y, Cb, and Cr, in the ranges [0.0, 255.0], [-128.0, 

127.0], and [-128.0, 127.0], respectively. The matrix 

equation for this conversion is shown in the following 

equation: 

   

0 299 0 168935 0 499813

= 0 587 0 331665 0 418531

0 114 0 50059 0 081282

. . .

YCbCr RGB . . .

. . .

 
 

 
 
  

 

Y: Luminance; Cb: Chrominance-Blue; and Cr: 

Chrominance-Red are the components. Luminance is 

same as the grayscale version of the original image. It 

is not necessary to keep all the information that is now 

represented in these color frames (Cb and Cr).  

4.3. The Temporal Tracking  

The aim of temporal tracking is to locate the object of 

interest in the successive frames based on the 

information about the object at the reference and 

current frames. To achieve this partition the Y plane 

of the image of size m x n into non-overlapping 8x8 

blocks. For each block DCT coefficients are 

calculated, converting the original 8 x 8 array of pixel 

values into an array of coefficients according to 

Equation (6). Extract Direct Current (DC) coefficients 

which results in m/8 x n/8 matrix Fi for the ith frame. 

Find the absolute difference, i between the 

successive frames Fi and Fi+1. As per the procedure 

discussed in the section 3 and using the Equation (2) 

the area where the movement has occurred is the 

region of interest. The width of the region of interest 

€w can be calculated using Equation (10).  

€w = R-L 

Where R is the rightmost column of Region of Interest 

(ROI) and L is the leftmost column of ROI. 

The height of the region of interest €h can be 

calculated using Equation (11): 

http://homepages.inf.ed.ac.uk/rbf/HIPR2/value.htm
http://homepages.inf.ed.ac.uk/rbf/HIPR2/pixel.htm
http://homepages.inf.ed.ac.uk/rbf/HIPR2/gryimage.htm
http://homepages.inf.ed.ac.uk/rbf/HIPR2/gryimage.htm
http://homepages.inf.ed.ac.uk/rbf/HIPR2/binimage.htm
http://homepages.inf.ed.ac.uk/rbf/HIPR2/threshld.htm
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€h = T-B 

Where T is the topmost row of ROI and B is the 

bottommost row of ROI. 

Let Sb be a block in ROI of Fi. Let Db be a block in 

ROI of Fi+1. The initial width of the block Bw is 

computed by Equation:  

Bw = €w/3 

Similarly block height Bh can be calculated by 

equation: 

Bh = €h/3 

4.4. Temporal Difference Histogram 

To approximate the direction of the object motion, the 

temporal difference histogram of two successive frames 

is defined. Coarseness and directionality of the frame 

difference of the two successive frames can be derived 

from the temporal difference histogram. 

Let HSb be the histogram of values in block Sb. Let 

HDb be the histogram of values in block Db. Let Ed 

denote the computed Euclidean distance of HSb and 

HDb. If the Euclidean distance Ed is less than t2, then 

the block Sb in Fi is matched with the block Db in Fi+1.  

So the movement is identified. If more than one 

source block is identified to move to a particular 

destination block then overlapping is identified, in 

order to avoid overlapping the size of source block is 

increased step by step until there is no overlapping in 

the identified object. 

In order to confirm Sb is moved to Db otherwise Db is 

moved to Sb is tracked using the proposed approach. 

4.5. The Ultimate Search  

Let Bj, Bk represent blocks at location j and k of frames 

Fi and Fi+1 respectively. Let Fi Bj represent block at 

location j in Fi  

Movement of block from location Bj to Bk can be 

identified by checking, if Fi Bj is equal to Fi+1Bk and 

Fi+1Bj is equal to Fi Bk ,then Fi Bj is moved from Bj to 

Bk. If Fi Bk is equal to Fi+1Bj and Fi Bj equivalent to 

Fi+1Bk, then Fi Bk is moved from Bk to Bj, The entire 

process is given in a step by step procedure as: 

1. Capture the frames from the video clip. 

2. Apply low pass filter on the captured frame. 

3. Transform the captured RGB frame to YCbCr color 

space. 

4. Divide the Y plane of the YCbCr frame into 8x8 

blocks. 

5. Find DCT coefficients for each block.  

6. Extract DC coefficients which results in m/8 x n/8 

matrix Fi
 for the ith frame. 

7. Find the frame difference i = |Fi+1 – Fi|. 

8. Detect the area of movement(ROI) by checking if i 

>t. 

9. Divide the ROI into uniform blocks. 

10. Search each block Sb from (Fi in ROI) in (ROI of 

Fi+1) at Db. 

11.  

a) Find histogram of Sb, ie.,Hsb. 

b) Find histogram of Db, ie., Hdb. 

c) Find Euclidean distance of Hsb and Hdb as Ed.  

12. Match if Ed < t2, movement is detected. 

13. Detect the number of overlapping blocks while 

block matching, if number of overlaps is greater 

than one the size of the block is increased. As the 

block size is increased, the number of blocks gets 

reduced and the block matching process gets 

repeated from step 9. 
 

Two way search to identify the source and destination: 

Let Bj, Bk represent blocks at location j and k of frames 

Fi and Fi+1 respectively. Let Fi Bj represent block at 

location j in Fi. Movement of a block from location Bj 

to Bk can be identified by checking: 

 Case1: if (Fi Bj = Fi+1Bk &&  

(Fi+1Bj == Fi Bk ))  

Then Fi Bj is moved from Bj to Bk. 

 Case2: Fi Bk = Fi+1Bj &&  

(Fi Bj == Fi+1Bk )  

5. Results 

To evaluate the performance of the proposed method, 

experiments were carried out using IDL6.3 on 

Windows platform. The tracking results are 

considered for various settings including person riding 

a bicycle, person in a motor bike and moving of a 

vehicle. The videos used for tracking were taken by 

stationary camera and the method works well with 

frames overlaid with noise and even with dark scenes. 

 

Figure 2. Image with block wise divided ROI. 

In Figure 2 the image can be seen where the Region 

of Interest is uniformly divided into 9 blocks. The 

number of blocks used helps to maintain the accuracy 

and robustness of tracking. 
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Figure 3. Image with overlapping motion vectors. 

Here we see the effect of step 13 in Figure 3, where 

the estimated motion vector gets overlapped with 

existing motion vectors. 

As the blocks overlaps while block matching, and 

matches at more than one location the size of the block 

is increased, this is shown in Figure 4. 

 
Figure 4. Image with block wise divided ROI (Block size 

increased). 

The whole ROI is divided into 4 blocks. Similarly, 

as long as the number of overlapping is greater than one 

the process of division of ROI is repeated. 

 

Figure 5. Tracked image with its direction of movement. 

Thus after repeated division of ROI the problem of 

overlapping is overcome and the object is tracked with 

its direction of movement. The arrow indicated in the 

Figure 5 shows the object movement. This method 

handles objects of various sizes but it was not tested in 

crowded scenes. 

To make the algorithm more understandable, some 

intermediate results of object tracking and direction 

detection are shown in Figure 6. 

     
                   a) Original frame1.                         b) Original frame 2. 

   
               c) DC coefficient image.               d) Binary image of detected ROI.     

    
         e) Image with blocks in ROI.             f) Tracked object with direction. 

Figure 6. Tracking a moving object. 

Tracking performance evaluation of the proposed 

methodology is done by calculating sensitivity 

(Recall), Specificity, error percentage and accuracy, 

based on the number of True Positives (TP), False 

Positives (FP), True Negatives (TN) and False 

Negatives (FN) which is given as: 

Sensitivity = TP/(TP+FN)   

Specificity = TN/(TN+FP)   

Accuracy = (TP+TN)/(TP+TN+FP+FN) 

The performance of the proposed method is compared 

with other tracking methods like Extreme Learning 

Machine (ELM) [13] and Support Vector Machine 

(SVM) [14] and the comparison table, chart is shown 

in Table 1 and Figure 7 respectively. 

Table 1. Comparison of several methods. 

Method Specificity % Sensitivity % Accuracy % 

Proposed 96.75 88.96 96.63 

SVM 97.98 94.17 92 

ELM 98.45 94.77 92.8 

 

Figure 7. Performance comparison chart. 

These plots illustrate the current performance of our 

system. The blue bars indicate the measures of the 

proposed system. Computation time, error percentage, 

accuracy, sensitivity and specificity are tabulated in 

Table 2 for different samples. 
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Table 2. Quantitative evaluation of test results. 

Method Specificity % Sensitivity % Accuracy % 

Proposed 96.75 88.96 96.63 

SVM 97.98 94.17 92 

ELM 98.45 94.77 92.8 

The experimental results show that the proposed 

method can efficiently track moving objects in indoor 

and noisy outdoor environment with better accuracy. 

7. Conclusions  

In this paper, an adaptive block-based approach is 

proposed for tracking moving objects along with 

direction prediction. Tracking is based on temporal 

matching and using a histogram, the object movement 

is identified. The method also tracks the direction of 

movement of the object of interest.  

The problem of overlapping in block matching is 

solved by increasing the size of blocks. 

Experimental results have shown that this approach 

obtains more accurate tracking results and tracks 

objects of various sizes and with large variations in 

illuminations even in outdoor surveillance scenarios. 

Even though significant progress has been achieved 

for object tracking, there are still many challenging 

tasks requiring further investigation such as occlusion 

handling and tracking multiple objects. 
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