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Abstract: Due to increase in vehicle density, the road traffic estimation aids in enhancing the traffic management centre’s 

performance and their applications. The analysis of traffic surveillance based on video is an active research area that has varied 

range of applications in Intelligent Transport System (ITS). In specific, urban environments are much more challenging on 

comparing highways due to the placement of cameras, vehicle pose, background clutter, or variation orientations. There were 

several techniques employed so far for the process of traffic monitoring using pattern matching, however there were some 

limitations like reduced rate of accuracy and increased error rate. So as to overcome this, an efficient method is proposed. The 

main intention of this proposed approach is to monitor the density of traffic and to estimate the vehicle density using Pattern 

Matching for Vehicle Density Estimation (PMVDE) scheme. In this paper, the pattern matching based vehicle density estimation 

is employed for enhancing the detection of accuracy thereby reducing the rate of error. The region of interest of an image that 

is extracted from the video input is being analysed by this process. These two processes are employed in region of interest 

extracted image for decreasing the density detection errors. This approach attains less false positive rates and error rate, 

however this in turn influences the accuracy, precision, recall, F-score, and true positive rates and offers enhanced outcome on 

comparing other techniques. 
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1. Introduction 

The estimation of road traffic density specifies the 

concentration of vehicles in the road and in turn estimate 

the traffic free flow. This is employed for attaining 

necessary data from Intelligent Transportation System 

(ITS) for routing the vehicle, planning the traffic, traffic 

regulation, network traffic arrangement, perusing 

vehicle broadcasting [7, 11]. The traffic density is 

employed for computing the initial stage of notice, 

secure application scheduling, and system signaling. On 

using this methods of density estimation, the driver in 

turn chooses the route that are appropriate for avoiding 

the traffic, the traffic is then analyzed by means of 

camera in several cases because of weather conditions 

the vehicle is not correctly recognized [15].  

The road density accompanied by the vehicles are 

achieved from the video. The flow of traffic detection is 

much more significant approach for evading the delays 

and accidents [5]. Digital image processing is employed 

for acquiring the video and the videos are divided into 

frames. The image of road is being captured and in turn 

detects the speed of vehicles [14]. The vehicle is then 

counted as an occlusion of multiple vehicles from the 

traffic image and a methodology is introduced for 

detecting the shadowed vehicles [19]. The vehicle is 

then identified by means of lighting the headlights, 

which is distracted for further processing of an image. 

The pattern matching is employed for recognizing the 

history of data vehicle. The pattern present is associated 

with older patterns for identifying the estimation of 

density in the road. The digital image processing is 

employed for the extraction of Region of Interest (ROI) 

of vehicle. The ROI is extracted and in-turn the feature 

matching is carried out for the identification of vehicle 

[12]. The analysis of traffic surveillance based on video 

is an active research area that has varied range of 

applications ITS. Typically, urban environments are 

much more challenging on comparing highways due to 

the placement of cameras, vehicle pose, background 

clutter, or variation orientations. There were several 

techniques employed so far for the process of traffic 

monitoring using pattern matching, however there were 

some limitations like reduced rate of accuracy and 

increased error rate. In order to overcome this, an 

efficient pattern matching method is proposed. 
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Typically, urban environments are much more 

challenging on comparing highways due to the 

placement of cameras, vehicle pose, background clutter, 

or the variation orientation. There were several 

techniques employed so far for the process of traffic 

monitoring using pattern matching, however there were 

some limitations like reduced rate of accuracy and 

increased error rate. So as to overcome this, an efficient 

method is proposed. 

1.2. Objective 

The main intention of this proposed approach is to 

monitor the density of traffic and to estimate the vehicle 

density using Pattern Matching for Vehicle Density 

Estimation (PMVDE) scheme. This in turn addresses 

the error rate. 

1.3. Organization 

The remaining portion of the manuscript is systematized 

as follows: Section 1 is the detailed narration of various 

existing techniques employed so far. Section 3 

illustrates the proposed methodology description. 

Section 4 is the detailed depiction of performance 

analysis for proposed system. At last, the overall 

conclusion is summarized in section 5.  

2. Related Works 

Chung and Sohn [6], suggested for traffic density 

estimation depending on the image analyzed over the 

deep Convolutional Neural Network (CNN). The 

supervised learning was employed for the extraction of 

features and in turn process it by means of CNN.  

Tayara et al. [16], proposed an approach of 

Automated Vehicle Detection and Counting System 

(AVDCS) focusing mainly on the computation of high-

pixelated images with the utilization of regression 

neural network learning. This approach aims at 

employing the shallow learning on behalf of low 

precision and recall rates.  

Biswas et al. [3], established an approach of 

automatic estimation of traffic density with the use of 

Single-Shot Detection (SSD) and Mobile Net. This is 

employed for processing various sizes and shapes of 

objects. The detection of average traffic density is made 

in this approach.  

Harrou et al. [8], addressed a deep learning technique 

is addressed for the prediction of vehicle concentration. 

This technique is employed in the highly disaggregated 

prediction of vehicle concentration with the use of 

vehicle sensor. The data is being gathered from UK MI 

model. For analyzing the traffic conflicts, the regional 

CNN approach is employed.  

For the recognition of traffic density, image global 

texture feature is introduced by [10]. The multi-scale 

block local binary pattern histogram (HMBLBP) is 

employed for analyzing the local features and in turn 

decreases the cost of computation.  

Wang et al. [18] presented the monitoring and 

analysis of neural network traffic. An algorithm of 

multi-target pursuing is employed for processing the 

system in a detailed traffic. The tracking is then carried 

in an efficient manner for the traffic identification. 

Bourouis et al. [4], suggested a traffic-sensing 

framework with the use of Bayesian network in 3D car 

models. In the multiple real-time application, scaled 

Dirichlet mixture model is employed for traffic sensing 

purposes. 

Aljamal et al. [2], suggested a novel approach for 

traffic estimation stream density. Initially, the Artificial 

Neural Network (ANN) data driven approach is 

introduced for estimating the market penetration level 

(LMP) of the vehicles connected at two locations that 

are fixed. After that, the values estimated is employed 

as inputs for Kalman Filter (KF) for estimating the count 

of vehicles between two locations. 

Saleem et al. [13], suggested an efficient and robust 

estimation of crowd density methods for its applied 

employment. In this broadside, a computationally 

economical and fine-tuned, ensemble regression-

dependent machine learning model was presented for 

estimation of crowd density. 

Agarwal et al. [1], an effectual convolutional neural 

network has been projected for estimating the density of 

traffic. By the same a new dataset of the labeled images 

was generated from footage of traffic video that are 

available. 

Sadeq [12], presented high-resolution millimeter-

wave (mmWave) radar sensor for attaining to obtain a 

richer radar point cloud representation relatively for a 

scenario of traffic monitoring. 

Wang et al. [17], presented the traffic images that 

includes weather conditions, illuminations; vast 

scenarios were extracted from the system of current 

surveillance with the use of Shaanxi Province and in 

turn preprocessed for setting up a proper dataset for 

training. To perceive congestion of traffic, a structure of 

network is proposed depending on residual learning to 

be fine-tuned and pre-trained. 

3. Pattern Matching for Vehicle Density 

Estimation (PMVDE) 

The detailed narration of proposed methodology is 

described in this section. The process of proposed 

system is shown in Figure 1 below: 
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Figure 1. Process of PMVDE. 

The traffic and road density investigation are carried 

out with the use of image processing technique. The 

image is obtained from the video. From the video, the 

image is being extracted as frames that consists of road 

images as input. In this approach, the pattern matching 

technique is employed for recognizing the road vehicles. 

This is analyzed by checking the image history that is 

kept in the database. The video that is extracted is 

positioned in each and every signal at particular 

kilometers for analyzing the traffic.  

The main intention of this work is to monitor the 

density of traffic and to estimate the vehicle density. 

This in turn addresses the error rate. The density 

analysis performance is done by using the below four 

components. They are, 

 ROI extraction. 

 Speed monitoring. 

 Identification of vehicle. 

 Estimation of density. 

On considering these four approaches, pattern matching 

is employed for matching the forgoing and current road 

pattern to achieve the outcome. The frames are extracted 

for every seconds from the video and the features are 

being extracted in ROI by taking the local and global 

features. The whole road is considered as global features 

while the patches of images are taken as local features.  

3.1. Extraction of ROI (Region of Interest)  

The extraction of ROI is the initial step. In this, the 

vehicles in the road are considered as interest and the 

region is density. The ROI is employed for the selection 

of essential regions of the road density is done by 

eliminating the information that are unnecessary like 

lane, tree and so on. This is expressed by the Equation 

(1) 
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From this equation the ROI is computed for the road 

density, where r  is ROI, v  is signified as a vehicle, fv

is denoted as vehicle features, and f denotes the image 

features. The road image is signified as o , d  mentions 

to density, do  is well-defined as the density of road, and 

fn  is an essential roadside vehicle feature. 

3.2. Monitoring Speed 

 The speed is based on frame selection from video; 

consider the current frame and reference frame. In these 

frames, the current frame is having the vehicle in one 

patch either it is a right corner or left corner. Take the 

reference frame in such a way it has a difference from 

the current frame. The speed is estimated based on the 

time of splitting the two frames using Equation (2). 

1

0

r v

v a a fo
d

p
s c e n

o




     

 By using Equation (1), the ROI features are extracted, 

from the extracted features the speed is estimated using 

Equation (2). This is denoted as speed, sv is the speed of 

the vehicle. Where, ca represents the current frame and 

ea refers to the reference frame. p is the position, pv 

indicates the vehicle position. This equation is used for 

calculating the speed of the vehicle that is located within 

the extracted frame. The current and reference frame are 

subtracted to obtain the co-ordinate points of the vehicle 

within the extracted frame.  

3.3. Vehicle Identification 

The vehicle identification is carried out based on the 

pixels, frames of the input image. It is done through 

tracking the vehicle using its speed and extraction of 

ROI the following Equation (3) is used to evaluate the 

vehicle. 
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 The velocity of the vehicle is evaluated, using Equation 

(3). Where i is denoted as identification, vi is denoted as 

vehicle identification. In this way, the vehicle is 

identified from the road and it is further processed for 

analyzing the traffic on the road which is done on 

density estimation. 

3.4. Density Estimation 

The density estimation is considered by taking the road 

traffic control and how many vehicles are there on the 

road. The vehicle density is classified into Normal, 

Medium and Heavy. By using this density of traffic, it 

is monitored by deriving the following Equation (4).  
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Based on the density estimation the traffic is regulated 

and the vehicle is been identified. The estimation 

consists of tracking the vehicles and routing the vehicle 

to the destination. In Equation (3), the vehicle is 

identified by using its pixel in the input frame after the 

vehicle is identified the density is used to calculate for 

traffic analysis. The density is observed using Equation 

(4), by considering its lane of the road using the 

previous information of data in the database. When few 
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vehicles are found in the road means it is having the 

normal density, when there are having some vehicle 

indicates the medium. If multiple vehicles are identified, 

then the traffic density is considered as heavy. 

3.5. Estimation of Pattern Matching-Road 

Density 

The pattern matching recognizes the exact vehicle co-

ordinates in the frame which is then compared with 

input data. In this approach, the pattern matching is 

employed for evaluating the estimation of road density. 

The intention of this approach is to estimate the distance 

among vehicles that are the two input image patterns. 

Figure 2 is the illustration of density estimation process 

using pattern matching. 

 

Figure 2. Density estimation using pattern matching. 

By means of Euclidean distance the distance is 

examined among the image patterns uncertainty there 

are two vehicles are taken as v1 and v2. In this, v1 is 

signified as a traffic sign and v2 is the vehicle to 

recognize the distance from v1. The two kinds of pattern 

matching is classified as: Feature Matching and 

Template Matching 

In this approach, feature matching is done by 

considering both the local and global features. The local 

features comprise the patches of input image that are the 

block-dependent segmentation. From this block, the 

vehicle’s single part is analyzed and extracted. The 

entire road is considered for global features. These 

features are expressed by means of the subsequent 

Equation (5). 
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On using Equation (4), the estimation of density is 

computed from the vehicles position. The position of 

vehicle is recognized through a technique of frame-

based selection. From this, the pattern is being matched 

through Equation (5) mf is represented as the feature’s 

evolution and t is the earlier pattern observed. The 

global and local features are represented as gf and lf as 

the preceding pattern. The primary form is, lf+gf=t 

gratifies once the features are coordinated with the 

patterns. The second condition f fl g t  signifies the 

features that are not matched. 

By estimating the Euclidian distance, this is 

employed for identifying the process of matching that is 

equated in Equation (6). In the estimation of traffic 

density, the rectangular segment of road is being 

considered. The rectangular road segment consists of 

four vertexes, which has vehicles in all four vertexes. 

The intention is to identify the distance from first 

vertices to the second and so on. This in turn offers good 

computation of vertices by means of this scheme and in 

turn controls the traffic. 

2 2
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From the Equation (5), vehicles features is estimated by 

considering the global and local features. On 

considering the Equation (6) the recognition of 

Euclidian distance of vehicle in the rectangular road 

vertices is made. x and y are denoted as the coordination 

of the vertices and u is denoted as Euclidean distance. 

Variables a0, and b0 are the pattern coordinates, the 

coordinates distance are tracked for two vehicles v1 and 

v2. Once the Euclidean distance is identified the features 

of pattern matching is intended whether it is min or max 

that is assessed in Equation (7). 
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By Equation (6) the distance is calculated from the 

rectangular vertices distance. From Equation (7), the 

error is reduced by gaining the coordinates that are 

having minimum error. j denotes the process of vehicles 

Pattern matching. (x1, y1) are symbolized as the first 

coordinates, (x2, y2), (x3, y3) and (x4, y4) specifies the 

second, third and fourth vertices’ coordinates 

respectively. 

From Equation (7) the min and max represent the 

minimum distance and maximum distance. The speed is 

examined after checking the traffic change in the road 

that are attained by computing the pattern matching 

approach. The pattern is not matched when there is no 

traffic in the road. 

The process of matching is done by considering its 

features when the patches of the images are having two 

vehicles at the same time means the pattern matching 

process is evaluated. The matching is completed by 

having its pattern history. The features signify the 

classification of road pattern. If they are apart from the 

coordinates (x4, y4) and (a0, b0), then they are considered 

as the second chance of traffic categorizing them under 

heavy. 

The density is used for recognizing the heavy traffic 

on observing the patterns and vertices coordinates. The 

normal, medium, and heavy traffic density estimation 

and the accuracy is enhanced by using Equation (8). It 

is employed for denoting the vehicle features in the 

coordinates and computing their speed for evading 

traffic in the road density. 
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The vehicle patterns are recognized by means of 

Equation (7) then the traffic is being monitored by 

means of pattern matching process on using Equation 

(8). In the primary case, ( )f f v vl g j t    is employed 

once there are vehicles features, and patterns 

coordinates are having a smaller result matching which 

means they are intermediate traffic. The next case 

( )f f v vl g j t    means the patterns are coordinated in 

this case the accuracy is enhanced in the process of 

pattern matching and density is heavy. The 3rd case 

( )f f v vl g j t   employed when there is usual pattern 

matching is recognized.  

From Equation (8) the accuracy is enhanced in a 

density estimation of vehicle. The work gratifies the two 

objects for example it decreases the error and improve 

the accuracy. The reduced error is attained by Equation 

(7) and accuracy is made by Equation (8). Equation (5) 

is employed for each image updated.  

4. Performance Analysis 

The proposed PMVDE system performance analysis is 

analysed with the use of experiments made by means of 

MATLAB. In this examination, random road traffic 

images are fetched from internet for which an extreme 

of 130ROI is perceived. The reference and current 

frames size are 800x600 and 1024x768 

correspondingly. The number of fetched input is 8 and 

a process is repeated for every 40 iterations. In this 

study, the error rate, true and false positives, metrics 

accuracy are related with existing AVDCS [12] and 

HMBLBP [15] approaches. 

4.1. Accuracy 

The accuracy of the vehicle density detection in the 

projected PMVDE is greater through examining the 

reference and current input frames, varyingly. From the 

ROI, the relationship among the frames aids to 

categorize diverse features for detecting and classifying 

the individual vehicles. By means of the physical 

distance and velocity property as extracted from frames, 

the detection is improved in projected technique. 

Patterns are intra-frame and inter-frame matching for 

enhancing the detection rate to enhance accuracy. [Refer 

to Figure 3].  

 
Figure 3. Accuracy. 

4.2. Error Rate 

The frames of pre-classification aids in differentiating 

non-overlapping and overlapping ROI from which 

precise detection is facilitated. The error number 

producing instances are recognized from both global 

and local features promptly. Based on the features 

matching, the true positives are distinguishing from true 

and false positives sum, decreasing the proposed 

method error rate [Refer Figure 4]. 

 

Figure 4. Error rate. 

Table 1. Comparative analysis of false and true positive rate. 

ROE 

Extracted 

False Positive Rate 

AVDCS HMBLEBP PMVDE 

10 0.266 0.237 0.224 

20 0.317 0.253 0.161 

 30 0.334 0.256 0.222 

40 0.301 0.312 0.159 

50 0.366 0.278 0.224 

60 0.397 0.2 0.165 

70 0.338 0.265 0.249 

80 0.267 0.324 0.176 

90 0.303 0.249 0.182 

100 0.268 0.241 0.24 

110 0.405 0.211 0.2 

120 0.27 0.203 0.161 

130 0.429 0.218 0.179 

ROE 

Extracted 

True Positive Rate 

AVDCS HMBLEBP PMVDE 

10 0.745 0.784 0.853 

20 0.79 0.796 0.834 

 30 0.77 0.812 0.841 

40 0.761 0.792 0.83 

50 0.765 0.807 0.84 

60 0.783 0.804 0.811 

70 0.788 0.794 0.846 

80 0.748 0.818 0.826 

90 0.754 0.81 0.835 

100 0.769 0.827 0.835 

110 0.784 0.791 0.824 

120 0.751 0.784 0.842 

130 0.75 0.798 0.816 

Table 2. Comparative analysis result tabulation. 

Metrics AVDCS HMBLEBP PMVDE 

Accuracy (%) 87.27 88.611 94.458 

Error Rate 0.08 0.055 0.038 

Precision 93.30 93.89 94.62 

Recall 90.51 90.97 91.44 

F1-score 92.0 93.5 94.79 

Table 3. Comparative analysis of precision, recall and F-score. 

Metrics AVDCS HMBLEBP PMVDE 

Precision 93.30 93.89 94.62 

Recall 90.51 90.97 91.44 

F1-score 92.0 93.5 94.79 



580                                                             The International Arab Journal of Information Technology, Vol. 19, No. 4, July 2022 

 

Table 1 provides the comparative analysis of false 

and true positive rate. The comparative analysis result 

tabulation is given in Table 2. The comparative analysis 

of precision, recall and F-score is tabulated in Table 3. 

Thus, from the analysis it was evident that the proposed 

system is better in offering enhanced rate of accuracy 

and decreased error rate on comparing other existing 

techniques. The proposed PMVDE result is compared 

with existing techniques like AVDCS and HMBLBP. 

From the compared result, it was evident that the 

proposed system is better in offering high accuracy rate, 

true positive rates, precision, recall, and F-score and 

lower rate of error values on comparing existing 

methods. Therefore, the presented scheme is said to be 

effectual than others in the detection of vehicle density 

using pattern matching scheme.  

5. Conclusions 

In this approach, vehicle estimation pattern matching is 

presented for enhancing the traffic monitoring system 

performance. In the process of density estimation, the 

ROI from the input frame is extracted for analyzing the 

features and templates matching. The vehicles were 

recognized initially from the ROI based on co-ordinate 

axis and physical features on employing reference and 

current frames. These methods are united to recognize 

the vehicle amount through exploiting the true positives 

and decreasing the false negatives for achieving better 

density estimation accuracy and decreasing the rate of 

error. Nevertheless, the suggested technique not focuses 

on time consumption process during inference. Hence, 

the future work focusses on implementing some 

advanced scheme that aims at time consumption of 

system. 
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