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Abstract: Food security is the primary concern of any country, and crop diseases are the major threats to this. Each stage of 

the crop will be affected by various diseases starting from seeding to ripeness. The spread of the crop diseases is very rapid, 

and identification of this is challenging as the infrastructure is very less to monitor the same. After a thorough literature 

survey, we understood there are several ways of predicting the disease and yield prediction. We have developed two new and 

robust classifiers, one which processes images to predict the crop's diseases, and the second one uses the weather data to 

predict the same. Both classifiers use deep-learning technique Convolution Neural Networks (CNN) augmented with six 

neighborhood cellular automata to predict the crop disease and yield. This work will be first of its kind to develop two 

classifiers for six crop disease prediction. The average time to compute the yield of a particular crop is less than 0.5 

nanoseconds. The first classifier is named as CNN-CA-I, which was trained/tested to process 245 different crop species and 

132 diseases associated with these crops where image segmentation is done with higher accuracy, thus strengthening the 

disease recognition system. We gave collected public datasets of 12, 45,678 images diseases and leaves of healthy plants taken 

in ideal conditions. This model reports an accuracy of 92.6% on a tested standard dataset for disease and yield prediction. The 

second classifier is CNN-CA-W that predicts crop disease trained and tested with environment data.8,52.624 datasets are 

collected from ECMWF for processing the weather data to predict the crop's condition and thus reporting the yield of the crop. 

This model reports an accuracy of 90.1% on a tested standard dataset.  
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1. Introduction 

The growth and development of any nation depend on 

agriculture growth. The productivity of the crop 

depends on the various crop-related diseases. Diseases 

may affect the entire plant or affect various parts of 

plants such as root, stem, seed, flower, and foliage, etc. 

Many researchers have proposed different systems 

pertaining to diseases, but the research focus is either 

theoretical or considering the leaves (image processing) 

or considering the weather parameters. The disease and 

crop predictions must consider both of these to build an 

accurate prediction. We propose a mechanism that 

considers both these and predicts both yields and 

disease pertaining to crops. The datasets collected by us 

are pertaining to the prominent crops of India, i.e., rice, 

wheat, barley, sugarcane, cotton, and oilseeds. This 

work is the first of its kind to predict the disease 

pertaining to six prominent crops by processing various 

images and the weather datasets.  

Deep Learning is productive when massive data is 

available for training, and these models have 

solvedmany complicated, dynamic real-time problems 

with higher accuracy with time. 

 
 Convolution Neural Networks (CNN) is a unique 

class of neural networks [3] that processes known 

data, which has grid topology. CNN has many 

applications, and it operates on a mathematical 

operator, which is called convolution. It uses many 

linear operators, represented in matrix form, and then 

extracts the features of the samples. We propose a 

distinctive architecture that processes both weather 

data, plant images and operates directly and uses 

simple pooling operations & convolutions, which is 

termed as CNN augmented with the cellular automata 

rules to identify these diseases. The main challenge in 

this research is mapping of the disease characteristics 

to CNN and proceed to train /test the classifier. This 

paper is organized in the following way, section 1 

depicts the introduction to the problem, section 2 

provides the extensive literature survey, section 3 

gives the design and methodology used in our work, 

section 4 provides the results and comparisons to the 

existing work and section 5 provides the conclusion to 

our work. 
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2.  Literature Survey 

Maji and Chaudhuri [13] has explored the use of CA in 

design grouping with certain esteemed information. A 

genetic algorithm is used to implement Fuzzy Cellular 

Automata, which is a special class of CA. Maji and 

Chaudhuri [15] has proposed a hypothesis and 

utilization of CA for design arrangement. A genetic 

algorithm is used to develop fuzzy MACA. Maji et al. 

[14] have additionally proposed the mistake rectifying 

the ability of cell automata dependent on cooperative 

memory. The ideal CA [19, 20, 27] is advanced with 

the definition of a re-enacted toughening program, 

which can be helpful in VLSI innovation. We have 

reviewed various types of CA [15, 28] that can be 

applied for this technique. 

Kendal et al. [9] have reviewed various disease 

prediction systems based on weather. Authors have 

compared various works developed on Multiple 

Regression (MR), and Support Vector Machine (SVM), 

Backpropagation Neural Network (BPNN), 

Generalized Regression Neural Network (GRNN). The 

authors have considered various parameters to measure 

the performance of the system, i.e., % Mean Absolute 

Error (MAE) wrt average correlation coefficient(r). 

After a series of experiments, authors have concluded 

that SVM [22, 26] performance is better compared to 

the existing literature. Chakraborty et al. [6] have 

proposed an Artificial Neural Network (ANN) to 

predict various crop diseases based on the variations of 

weather conditions. Authors have considered different 

attributes of weather like rainfall, wind speed, 

temperature, sunshine hours, etc. The performance of 

ANN [23, 24] is compared with Regression methods 

with %error in various types. Royer et al. [21] have 

studied the impact on the weather on the crop yield 

based on the mesoscale.  

Priyanka et al. [17] has processed various satellite 

images using ANN methods. Newlands et al. [16] has 

developed a mechanism that processed the weather 

parameters like temperature, humidity, and integrated 

this approach with data pertaining to the satellite. 

Bourke [2] have developed a mechanism that processes 

various weather parameters, particularly with respect to 

temperature variations. Kurtah et al. [11] has developed 

a novel disease propagation detection system using 

ANN, and the developed classifier is trained and tested 

with various measures. Crane-Droesch, et al. [4] has 

studied the impact of crop yield changes with the 

weather change.  

Khamparia et al. [10], have used a combination of 

autoencoders with CNN to process various crop images 

to predict the diseases. Authors have tested their 

classifiers with few images of leaves into eight classes. 

The accuracy of the system was reported with precision 

and recall. Ayub and Moqurrab [1] have developed a 

system that uses various data mining techniques to 

predict crop diseases. The developed classifier 

performance is measured by mean accuracy [7, 25, 

27], F1score, precision, and recall. This work is 

compared with Random Forest, SVM, Decision Tree, 

Neural Networks (NN), K-Means Neighbors (KNN). 

Mohanty et al. [12] have developed an image-based 

crop detection system using deep learning. You et al. 

[29] have applied a Gaussian process on remote 

sensing data to predict crop diseases.  

After the literature survey on various DL methods 

and CA types, we understood that CNN, with an 

embedding layer augmented with eight neighborhood 

CA [8], would be a better classifier to address the 

problem of crop disease and yield prediction. After the 

survey of various crop prediction systems that process 

weather data, the parameters for testing the accuracy is 

MAE wrt to r (Average Coefficient) [5] and the 

methods which process images of leaves should be 

tested for accuracy, precision, recall, and F1score. 

3. The Design and Methodology 

3.1. Architecture of CNN-CA-I (Convolution 

Neural Network-Cellular Automata-Image) 

We have proposed a novel and robust CNN 

augmented with CN to address this problem after a 

through feasibility study. It was developed in the 

combination of CA encoding and CNN to process the 

features is shown in Figure 2 where CA possesses the 

innate capacity of handling numerical data. The CA 

encoding takes an image and generates a good quality 

image in dimensionally, and these features are 

summarized at various levels. Convolution function is 

used to take a feature map that will summarize the 

identified features with the help of a filter. The image 

segmentation happens at the convolution layer.  

Initial convolution layers will process general 

characteristics, and when the iterations happen deeper 

go, they will process more complex features very 

easity. CA strengthens the filters we used during 

training and testing-batch normalization aim at 

improving the stability, speed, the performance of 

CNN. Activation functions augmented with CA rules 

are used to induce non-linearity into the system, and 

these are located in dense layers. 

Table 1. Data set description. 

Class Disease Crop 

Class 0 Rice Blast Rice 

Class 1 Brown Spot Rice 

Class 2 Barley Yellow Dwarf Wheat 

Class 3 Black Chaff Wheat 

Class 4 Spot blotch Barley 

Class 5 Net blotch Barley 

Class 6 Red rot disease Sugarcane 

Class 7 Smut Sugarcane 

Class 8 Alternaria leaf spot Cotton 

Class 9 Asochyta blight Cotton 

Class 10 Alternaria Black Spot Oil Seeds 

Class 11 Blackleg Oil Seeds 

Class 12 Healthy All(Six Crops) 

Class 13 Un Healthy All(Six Crops) 
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Figure 1. Architecture of CNN-CA-I. 

 Procedure to Create CNN: 
The working of CNN augmented with CA 

1. Initialize the weights to zero 

2. Analysis of the observation one as Input 

3. Start propagating from left to right in forward 

direction 

4. Continue the propagation using activation till we 

have the predicted values/result 

5. Evaluate the actual output with the predicted. 

6. Computer the error generated 

7. Propagate the error computed from right to left(back 

propagation) 

8. Measure the generated error by comparing the actual 

and predicted value. The error has to be back 

propagated from right to left. 

9. Synchronize the corresponding weights through 

updation. 

10. Repeat the steps from 1 to 6 for each batch of 

observations 

3.2. Architecture of CNN-CA-W(Convolution 

Neural Network-Cellular Automata-

Weather) 

The methodology remains the same for this classifier 

as reported in 2.1 also, but the input is various 

parameters which process weather parameters like 

temperature, atmospheric pressure, humidity, 

precipitation, rainfall, and wind speed of the particular 

location, as shown in Figure 2. The minimum, mean 

and maximum values of the above parameters are 

extracted from the dataset and processed them for the 

prediction. 
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Figure 2. General architecture of CNN-W. 

Each convolution uses 4X4 kernel, followed by 

3X3, Followed by 2X2. After processing the weather 

datasets collected from ECMWF, we will get any one 

of the four classes. The six classes identified are 

Thunder Strom, Rain, Heavy Rain, Marginal Rain, 

Dry, Marginally Dry. The entire classifier uses eight 

pooling/convolution layers, succeeded by five 

connected layers, as discussed in the earlier section, the 

dataset description is shown in Table 2. 

Table 2. Data set description for the second classifier. 

Class Disease_General Weather Class 

Class 1 Rice_D Thunder Strom 

Class 2 Wheat_D Heavy Rain 

Class 3 Barley_D Rain 

Class 4 Sugarcane_D Marginal Rain 

Class 5 Cotton_D Marginally Dry 

Class 6 Oil Seeds_D Dry 

Class Disease_General Weather Class 

 

4. Results and Discussion 

The results and discussion section is organized as 

follows. Section 3.1 completely discusses the design of 

CNN-CA-I, performance evaluation, and comparison 

of the existing classifiers. Section 3.2 completely 

discusses the design of CNN-CA-W, performance 

evaluation, and comparison of the existing classifiers. 

Finally, the yield of the crop is computed from the 

values reported in these two classifiers. 

4.1. CNN-CA-W Classifier for Crop Disease 

Prediction 

We gave collected public datasets [18] of 12, 45, 678 

of leaves of healthy and infected crops in ideal 

conditions pertaining to 245 different crop species and 

132 diseases. The collected leaves are pertaining to 

rice, wheat, barley, sugarcane, cotton, and oilseeds. 

The raw data as initially pre-processed by using fuzzy 

multiple attractor cellular automat and finally we have 

made 2683 data pertaining to rice, 67389 data 

pertaining to wheat, 30129 data pertaining to 

barley,59423 data pertaining to sugarcane, 296423 

pertaining to cotton and 45789 pertaining to oilseeds. 

We have identified two prominent diseases for each 

crop and built a classifier that can predict thirteen 

different types of classes, as shown in Table 1. We 

have taken 65% of thee datasets for training and 35% 

for testing the classifier.  

The dataset is pre-processed to apply the 

transformation to minimize the dimension of the 

images. Transformations will enable the images to 

undergo any changes possible. The process was 

depicted in Figure 1. The input is fed to two 

convolution layers with 64 filters of size 3X3. The 

activation function is applied to the layer internally. 

Normalization is applied paralleley so that the training 

size minimizes considerably. Then the input is fed to 

another two convolution layers of sizes 4X4 with 64 

filters.  

Table 7 represents testing and training accuracy for 

different sizes of epochs and corresponding filter size 

for a batch of 64. The model reports a training 

accuracy of 96.8% and testing accuracy of 83.6%. 

  

Figure 3. Model % accuracy with 3x3 filter. 

 
Figure 4. Model % accuracy with 4x4 filter. 
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Performance Comparison of CNN-CN-I 

 

 

Figure 5. Model-error % with 3x3 filter. 

 

Figure 6. Model-error % with 4x4 filter. 

Table 3. Accuracy computation for with variable epochs and filters. 

Epochs Filter 

size  

Size of 

Batch 

Accuracy 

(Training) 

Accuracy 

(Testing) 

10 4X4 64 94.1 81.3 

20 3X3 64 93.6 83.2 

30 4X4 64 92.8 86.9 

40 4X4 64 100 84.6 

50 4X4 64 100 86.8 

60 3X3 64 96.8 87.6 

Table 4. Recall and Precision computation for 4×4(F). 

Class Label Precession Reported Recall F1Score Support 

Class 0 0.85 0.79 0.79 55 

Class 1 0.89 0.84 0.85 56 

Class 2 0.92 0.80 0.80 60 

Class 3 0.90 0.81 0.76 54 

Class 4 0.92 0.80 0.80 60 

Class 5 0.91 0.73 0.75 52 

Class 6 0.94 0.72 0.83 52 

Class 7 0.85 0.71 0.86 55 

Class 8 0.88 0.76 0.78 51 

Class 9 0.87 0.72 0.82 50 

Class 10 0.79 0.71 0.85 56 

Class 11 0.82 0.75 0.84 54 

Class 12 0.83 0.79 0.83 53 

Class 13 0.88 0.76 0.82 56 

Average 0.87154 0.75769 0.81385 54.1538 

 

Figures 3 and 4 reports the training and testing 

accuracies when the classifiers have used 3X3 and 4X4 

filter, respectively. The accuracies reported are 

considerably better, and Figures 5 and 6 shows the 

training & testing error percentage when the classifiers 

have used 3X3 and 4X4 filters. 

We have identified precision, recall, f1score, and 

support as the parameters to evaluate our developed 

classifier, as shown in Figure 7. As Class 0, 1 is 

pertaining to rice crop, the average accuracy reported 

was 0.89, which is considerably more than the existing 

literature. Class 2, 3 represents the crop wheat, and the 

average precision reported is 0.87, which is best among 

the cited literature. Class 4, 5 represents barley cop, 

and the average procession reported is more than 0.91. 

Class 6, 7 are pertaining to sugarcane; the average 

accuracy reported was 0.87, which is considerably 

more than the existing literature. Class 8, 9, are related 

to cotton crop; the average accuracy reported was 0.90, 

which is considerable. Class 10, 11 are of oilseed crop; 

the average accuracy reported was 0.87, which is better 

than the existing literature. CNN-CA-I performance 

when compared with standard methods 

REG, BNN, GNN, and SVM. The precision, Recall, 

F1 Score values were better, and the competitor next to 

CNN-CA-I is identified as SVM as shown in Table 4. 

 

 

Figure 7. Performance comparison of CNN-CA-I with existing 

literature. 

4.2. CNN-CA-W Classifier for Crop Disease 

Prediction 

We have collected 8, 52, 624 datasets of environment 

data, which is obtained from ECMWF to train and test 

CNN-CA-W, as discussed earlier. We have considered 

70% datasets for training and 30% datasets for testing 

the classifier. The number of classes for CNN-CA-W 

prediction is six i.e., Rain, Strom, Heavy Rain, 

Marginal Rain, Dry, and Marginally Dry. We have 

employed the same mechanism as reported above to 

test our classifier for accuracy.  

Figures 8, and 9 reports the training and testing 

accuracies when the classifiers have used 3X3 and 4X4 

filter, respectively. The accuracies reported are 

considerably better, and Figures 10, and 11 shows the 
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training and testing error percentage when the 

classifiers have used 3X3 and 4X4 filters. 

Table 5 shows the accuracy of CNN-CA-W with 

respect to the filter size, epochs, and batch size. Our 

classifier has reported an average training accuracy of 

93.5 and average testing accuracy of 92.1. 

Table 5. Accuracy computation for with variable epochs and filters 
(CNN-CA-W) 

Epochs 
Filter 

size 
Size of Batch 

Accuracy 

(Training) 
Accuracy (Testing) 

10 4X4 64 92.5 91.3 

20 3X3 64 91.2 90.3 

30 4X4 64 91.6 90.6 

40 4X4 64 96.3 90.6 

50 4X4 64 94.3 92.6 

60 3X3 64 95.7 92.4 

 

Tables 8, 9, and 10, reports the performance of 

CNN-CA-W with respect to the used filters 3X3 and 

4X4 with precision, recall, and F1 Score as parameters. 

Class 1 represents crop rice, the average precision, 

recall and F1 score reported are 0.899, 0.92, and 0.91, 

respectively. Class 2 represents crop wheat, the 

average precision, recall, and F1 score reported are 

0.91, 0.91 and 0.90, respectively. 

 
Figure 8. Model % accuracy with 3x3 filter. 

 
Figure 9. Model % accuracy with 4x4 filter. 

 
Figure 10. Model-error % with 3x3 filter. 

 
Figure 11. Model-error % with 4x4 filter. 

Class 3 represents crop Barley, the average 

precision, recall, and F1 score reported are 0.89, 0.91 

and 0.87, respectively. Class 4 represents crop 

sugarcane, the average precision, recall, and F1 score 

reported are 0.91, 0.93 and 0.86, respectively. Class 5 

represents crop cotton, the average precision, recall, 

and F1 score reported are 0.94, 0.95 and 0.88, 

respectively. Class 6 represents crop oilseeds, the 

average precision, recall, and F1 score reported are 

0.92, 0.89 and 0.93, respectively. As per the 

discussion, this classifier CNN-CA-W was reported as 

one of the best for Rice, Barley, and Sugarcane. 

We have used an additional parameter MAE as 

stated in the literature, and the performance of the 

classifier was found better, as shown in Table 6. CNN-

CA-W reports a very less mean absolute error 

compared to the existing literature, i.e., 30.25. The 

precision reported is also considerably high compared 

to the SVM also, reported as 0.88. 

The yield prediction of the crop can be predicted 

with the precision, recall values reported by CNN-CA-

W and CNN-CA-I, as shown in Figure 12. Sixty 

percentages of CNN-CA-I values and forty percentage 

of CNN-CA-W values will finally compute the yield of 

the corresponding crop. 
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Table 6. Performance evaluation of CNN-CA-W. 

Model MAE Precision Recall F1Score Support Accuracy 

REG 65.24 0.71 0.60 0.56 34 74.5 

BNN 51.4 0.81 0.67 0.68 41 70.6 

GNN 45.9 0.70 0.76 0.79 46 69.6 

SVM 43.9 0.84 0.75 0.75 50 82.65 

CNN-

CA-W 
30.25 0.88 0.81 0.83 58 90.1 

Table 7. Recall and precision computation for 3×3 convolution filter. 

Class Label Precession Reported Recall F1Score Support 

Class 0 0.85 0.79 0.79 55 

Class 1 0.89 0.84 0.85 56 

Class 2 0.92 0.80 0.80 60 

Class 3 0.90 0.81 0.76 54 

Class 4 0.92 0.80 0.80 60 

Class 5 0.91 0.73 0.75 52 

Class 6 0.94 0.72 0.83 52 

Class 7 0.85 0.71 0.86 55 

Class 8 0.88 0.76 0.78 51 

Class 9 0.87 0.72 0.82 50 

Class 10 0.79 0.71 0.85 56 

Class 11 0.82 0.75 0.84 54 

Class 12 0.83 0.79 0.83 53 

Class 13 0.88 0.76 0.82 56 

Average 0.87154 0.75769 0.81385 54.1538 

Table 8. Accuracy computation for with variable epochs and filters 

(CNN-CA-W). 

Epochs Filter 

size  

Size of 

Batch 

Accuracy 

(Training) 

Accuracy  

(Testing) 

10 4X4 64 92.5 91.3 

20 3X3 64 91.2 90.3 

30 4X4 64 91.6 90.6 

40 4X4 64 96.3 90.6 

50 4X4 64 94.3 92.6 

60 3X3 64 95.7 92.4 

Table 9. Recall and Precision computation for 4×4 convolution 
filter (CNN-CA-W). 

Class Precession Recall F1 Score Support 

Class 1 0.89 0.91 0.91 54 

Class 2 0.87 0.90 0.90 56 

Class 3 0.89 0.90 0.88 59 

Class 4 0.92 0.92 0.92 58 

Class 5 0.95 0.91 0.91 59 

Class 6 0.89 0.89 0.93 59 

Table 10. Recall and Precision computation for 3×3 convolution 

filter (CNN-CA-W). 

Class Precession Recall F1 Score Support 

Class 1 0.89 0.91 0.91 54 

Class 2 0.87 0.90 0.90 56 

Class 3 0.89 0.90 0.88 59 

Class 4 0.92 0.92 0.92 58 

Class 5 0.95 0.91 0.91 59 

Class 6 0.89 0.89 0.93 59 

 

 

Figure 12. Yield computation. 

5. Conclusions 

We have successfully developed two classifiers CNN-

CA-W and CNN-CA-I to predict the crop diseases in 

rice, wheat, barley, sugarcane, cotton, and oilseeds, 

thus predicting the yield of the crop. Two versatile 

classifiers CNN-CA-I has processed various images 

pertaining to the crops, and CNN-CA-W has processed 

environmental data to predict the diseases of the crops. 

CNN-CA-I trained and tested to predict 13 classes with 

an average accuracy of 92.6, and CNN-CA-W is 

trained and tested to predict five classes with an 

average accuracy of 90.1. Both classifiers are 

evaluated based on precision, recall, F1score, and 

MAE. These two classifiers are robust, and the results 

found very promising. In the future, we try to extend 

this work for various crops grown in India. This will be 

the first set of classifiers which predicts the crop 

diseases of six crops with an average time of 0.5nano 

seconds. 
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