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Abstract: In spite of the diversity of printed Arabic optical character recognition products and proposals, the problem seems 

to be not yet well solved. The complex morphology and calligraphy of the Arabic writing on one hand and the use of some light 

approaches on the other hand are behind the poorness of these products. However, some strong proposed approaches didn’t 

find the opportunity to be commercialised because of generally their corresponding complex computing.  The dynamic time 

warping algorithm is considered as one among these strong approaches. In fact, several studies and experiments have shown 

and confirmed that the printed Arabic optical character recognition based on dynamic time warping algorithm provides a very 

interesting recognition rate especially for large and huge vocabularies. One of the attractive sides of the dynamic time 

warping algorithm is its ability to recognize properly connected or cursive characters (words or sub words) without prior 

segmentation. Furthermore, this algorithm performs the recognition process from within a reference library of isolated 

characters and owns a very good immunity against noises. Unfortunately, the big amount of its computing during the 

recognition process makes its execution time very slow and, hence, restricts its utilization. Many researchers attempted to 

speedup the execution time of this algorithm. Unfortunately, the corresponding proposed solutions require generally specific 

high cost architectures. Loosely coupled architectures such as grapes or grid computing can provide enough power without 

additional cost to distribute the complexity of some greedy applications. Consequently, we report in this paper the 

performance analysis of an analytical and an experimental study of a distributed Arabic optical character recognition based 

on the dynamic time warping algorithm within loosely coupled architectures. Obtained results confirm that loosely coupled 

architectures and more specifically grid computing present a very interesting framework to speedup the Arabic optical 

character recognition based on the dynamic time warping algorithm.  
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1. Introduction 

The cursive aspect of Arabic writing is behind the 

complexity and sometimes the poorness of the majority 

of the corresponding proposed Optical Character 

Recognition (OCR) based approaches [5], [15]. Hidden 

Markov Models (HMM) approaches and the Dynamic 

Time Warping (DTW) algorithm are considered among 

the best proposed approaches to the Arabic OCR [5], 

[2]. Their attractiveness and robustness stem from their 

inherent mathematical optimization capabilities during 

the recognition process which are achieved on either 

isolated or connected (cursive) characters. A 

comparative study has been conducted between these 

two approaches to investigate their consistency and 

robustness and to ascertain their relative advantages [2]. 

This study confirmed the consistency and robustness of 

both approaches. More interestingly, it has been shown 

that the HMM approach is the one recommended 

whenever the vocabulary size to be recognized is small 

otherwise the DTW algorithm is rather the one 

recommended to be used. In this    paper,   we      shall 

deal     with a    huge vocabulary   such as    an    Arabic  

 

printed documents library, and consequently we shall 

focus solely  on   the DTW algorithm. 

DTW algorithm is a well known procedure 

especially in pattern recognition, [12, 25, 13, 24, 9]. 

The DTW algorithm is the result of the adaptation of 

Dynamic Programming (DP) to the field of pattern 

recognition. DP is a very efficient technique 

introduced by Bellman [7] to solve mathematical 

problems arising from multistage decision processes. 

It has since been used to solve wide range of decision 

problems in computer science. DP is both 

mathematically sound and computationally efficient in 

optimal path finding problems since it often drastically 

reduces the amount of enumeration by avoiding the 

enumeration of some decision sequences which cannot 

possibly be optimal.  

The adaptation of the DTW algorithm to the printed 

Arabic OCR provides very interesting recognition and 

segmentation rates. In our previous works [26, 24, 3], 

we have conducted several experiments on around 

20000 Arabic words randomly chosen from high and 

medium quality documents. Obtained results show 
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that the recognition rate average is more than 97% and 

the segmentation rate average is more than 98%. 

Moreover, we found in particular that the recognition 

rate (respectively the segmentation rate) increases with 

the size of the text font used.  

Unfortunately, the complex computing of the DTW 

procedure restricts its utilisation.  

Many researchers attempted to solve this problem in 

proposing several approaches [12, 11, 31, 28, 30, 27, 4, 

21, 23]. Nevertheless, such proposals generally require 

some very specific high cost architectures. In our 

previous works [23], we found that even loosely 

coupled architectures such as a grape of computers 

within a Local Area Network (LAN) can provide 

without any additional cost an appropriate 

infrastructure to distribute the complexity of the DTW 

algorithm.  

In this paper, we propose a novel approach to 

distribute the Arabic OCR based on the DTW algorithm 

among loosely coupled computers. We develop its 

analytical and evaluate its performance.  Experimental 

results prove the validity of the derived analytical 

results. The paper is organized as follows: section 2 

describes the details of the Arabic printed cursive OCR 

based on the DTW algorithm. An overview on loosely 

coupled architectures is presented in section 3. The 

details of the proposed approach and the corresponding 

performance analysis are described and investigated in 

section 4. Conclusion remarks and future work are 

presented in section 5.  

 

2. Mechanism of the Arabic OCR Based on 

the DTW Algorithm 

Words in Arabic are inherently written in blocks of 

connected characters. A prior segmentation of these 

blocks into separate characters may consequently be 

needed. Indeed, many proposals considered the 

segmentation of Arabic words into isolated characters 

before performing the recognition phase [5, 13, 11]. 

The viability of using the DTW technique stems from 

its ability and efficiency to perform the recognition 

without requiring any prior segmentation [26, 24, 21, 

23].  

We consider in this paper a reference library of R 

trained characters forming the Arabic alphabet in some 

given fonts, and denoted by Cr: r=1, 2, …, R. The 
technique consists to use the DTW pattern method to 

match an input character against the reference library. 

The input character is thus recognized as the reference 

character that provides the best time alignment, namely 

character A is recognized to be Ck if the summation 

distance Sk corresponding to the matching of A to 

reference character Ck satisfies the following equation 

[25, 26, 24]. 

Sk = 
Rr1

min
≤≤

{ }rS                              (1) 

Let T constitutes a given connected sequence of 

Arabic characters to be recognized. T is then 

composed of a sequence of N feature vectors Ti that 

are actually representing the concatenation of some 

sub sequences of feature vectors representing each an 

unknown character to be recognized. As portrayed on 

Figure 1 text T lies on the time axis (the X-axis) in 

such a manner that feature vector Ti is at time i on this 

axis. The reference library is portrayed on the Y-axis, 

where reference character Cr is of length  lr, Rr1 ≤≤ .  

Let S(i, j, r) represents the cumulative distance at point  

(i, j) relative to reference character Cr. The objective 

here is to detect simultaneously and dynamically the 

number of characters composing T and recognizing 

these characters. There surely exists a number k and 

indices (m1, m2, ..., mk) such that Cm1 ⊕  Cm2 ⊕… 

⊕ Cmk represents the optimal alignment to text T 

where ⊕  denotes the concatenation operation. The 

path warping from point (1, 1, m1) to point (N, lmk ,k) 

and representing the optimal alignment is therefore of 

minimum cumulative distance that is:  

S(N, lmk ,k)  = 
Rr1

min
≤≤

}{ )r,r1,N(S                     (2)                                                                        

this path, however, is not continuous since it spans 

many different characters in the distance matrix. We 

therefore must allow at any time the transition from 

the end of one reference character to the beginning of 

another reference character. The end of reference 

character Cr is first reached whenever the warping 

function reaches point ( i ,lr ,r), i = 





 +
2

1lr

,...,N. As we 

can see from Figure.1, the end of reference characters 

C1, C2, C3 are first reached at time 3, 4, 3 respectively. 

The end points of reference characters are shown on 

Figure1 insides diamonds and points at which 

transitions occur are within circle. From these times 

on and up until time N. The warping function always 

reaches the ends of the reference characters. At each 

time i, we allow the start of the warping function at the 

beginning of each reference character along with 

addition of the smallest cumulative distance of the end 

points found at time ( i - 1). The resulting functional 

equations are:  
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with the boundary conditions :  
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To trace back the warping function and the optimal 

alignment path, we have to memorize the transition 

times among reference characters. This can easily be 
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accomplished by the following procedure:  

( )
( )
( )











−−

−−

−

≤≤
≤≤
≤≤

=

r,2j,1ib

,r,1j,1ib

,r,j,1ib

Rr1
rlj1
Ni1
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Where trace min is a function that returns the element 

corresponding to the term that minimizes the functional 

equations. The functioning of this algorithm is 

portrayed on Figure 1 by means of the two vectors 

VecA et VecB, where VecB(i) represents the reference 

character giving the least cumulative distance at time i, 

and VecA(i) provides the link to the start of this 

reference character in the text T . The heavy marked 

path through the distance matrix represents the optimal 

alignment of text T to the reference library. We observe 

that the text is recognized as C1 ⊕  C3.  
 

 
 

Figure 1. The DTW warping mechanism. 

 

3. Loosely Coupled Architectures 

Nowadays, loosely coupled architectures can be 

regrouped into grapes or clusters and grid computing. 

What makes attractive these architectures is their ability 

to provide, without any additional cost, enough 

computing power that can be used to several purposes 

especially to speedup some processing greedy 

algorithms. A grape is a set of computers 

interconnected together over a high capacity network 

but with low latency [39]. These interconnected 

computers can be homogeneous or heterogeneous in 

terms of architectures and operating systems. A LAN 

(Local Area Network) is a typical example. A grid 

computing, however, is a hardware and software 

infrastructure that can federate (interconnect) over 

communication networks several heterogeneous 

resources belonging to different institutions 

(universities, governmental administrations …).    

A grid computing provides a transparent 

accessibility to the different interconnected resources 

[18, 6, 19, 10, 32, 17]. The idea behind the grid 

computing concept or architecture has several 

motivations. Among these motivation is making easy 

and transparent the sharing of resources between 

institutions. Two other important motivations must be 

reported here; the first one concerns the federation of 

the computing capacity of the interconnected 

computers to provide enough power to properly 

achieve: 

• Distributed Supercomputing.  
• High-Throughput Computing.  
• On-Demand Computing. 

The second one concerns the federation of the storage 

capacity of the interconnected computers to provide 

enough storage space to achieve properly Data 

intensive Computing.  

There are only two differences between a grape and 

a grid computing. The first one concerns the 

localisation of the interconnected computers. In a 

grape, the interconnected computers and resources 

belong to the same institution. However, in a grid 

computing the interconnected computers and 

resources belong to several institutions. The second 

one concerns the number of interconnected computers 

and resources which is generally bigger in grid 

computing than in grapes. 

  

4. Distributed Arabic OCR  

The Arabic OCR based on the DTW procedure 

described in the preceding section presents many ways 

on which one could base its parallelization or 

distribution. The idea of the proposed approach is how 

to take advantages of the enough power provided by a 

grape or a grid computing to speedup the execution 

time of the DTW algorithm? Moreover, it is well 

known that in most of the cases, organisations 

computer networks (grapes) are generally 

underutilized in terms of computing power [10].  

Besides, the flow distribution of the algorithm itself 

induces a big amount of communication and 

synchronization between the target computers [27]. 

However, a good data distribution can consequently 

avoid or/and reduce these induced amounts of 

communication and synchronization [8]. Conducted 

experiments show that a substantial reduction in 
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communication costs and synchronization is obtained 

when each processor or computer participating in the 

work achieves the recognition process on a separate 

part of the input Arabic text (or texts) to be recognized. 

In this case, no synchronisation is needed. We consider 

in this paper this approach of text distribution among 

participating processors. The input binary image of the 

Arabic text to be recognized is first split and assigned 

to the participating processors. In this case, every 

computer participating in the work has to achieve the 

three following tasks. The first one deals with the pre-

processing of this raw data and mainly concerns 

filtering the sub image, framing and positioning and the 

segmentation of the text into groups of connected 

(cursive) characters. The second task concerns the 

description and feature extraction, and hence the 

determination of the characteristic fragments of every 

character or group of connected (cursive) characters to 

be recognized so that a certain combination of 

characteristic fragments can be assigned with adequate 

confidence by the decision process to a recognized 

class. The third one concerns the recognition process of 

these obtained entities by the DTW algorithm. We will 

suppose next that: 

• We own a big data base of binary images of printed 

Arabic texts (documents) to be recognized. The size 

of these binary images which are stored in files is 

variable; 

• the assignment process of these binary files among 

the target computers will be achieved by a computer 

named the coordinator (the master) which will be 

also responsible of the user interface 

• The target computers participating in the work and 

the coordinator belong to the same loosely 

architecture which can be a grape or a grid 

computing; 

• These computers can be homogenous or 

heterogeneous in terms of computing capacity; 

• The time required by every computer participating 

in the work to achieve the second and the third tasks 

previously described are rather negligible; 

 

4.1. The Analytical Study 

Significant reductions in the elapsed time, defined as 

the time elapsing from the start until the completion of 

the text recognition, can be realized by using a 

distributed architecture. This effect is known as the 

speedup factor. This factor is properly defined as the 

ratio of the elapsed time using sequential mode with 

just one processor to the elapsed time using the 

distributed architecture.  

The efficiency is another factor commonly used to 

assess the performance of such distribution. This factor 

expresses the percentage of the computing yield of the 

distributed architecture. The efficiency factor is defined 

here as the ratio of the speedup factor to the number of 

computers participating in the work.  

We denote by P the total number of computers 

participating in the work. Tp the total number of 

feature vectors composing the input binary sub image 

(or images) to be assigned by the coordinator to 

computer p where (p=1, 2, ..., P). Tp is in fact 

composed of a set of characters and groups of 

connected (cursive) characters. X: the total number of 

feature vectors composing the input binary image of 

the Arabic text (or texts) to be recognized. We readily 

have: 

X = ∑

=

P

1p
p

T                                 (6) 

We suppose next that the size of each assigned Tp is 

given and decided by an optimal or a pseudo optimal 

assignment algorithm. The discussion of such an 

algorithm is beyond the scope of the current paper. 
Let b denotes the total number of machine 

instructions required to execute at time i all the 

cumulative distances. Consequently, the total number 

of machine instructions denoted by Minst required to 

compute the X feature vectors of the entire Arabic text 

(or texts) to be recognized is readily given by the 

following equation:  

Minst = Xb ×                            (7) 
 

When the recognition process of the Arabic texts is 

achieved sequentially, no planning or coordination 

(coordination includes communication and 

synchronization) are neither needed nor used. The 

elapsed time in such a case corresponds just to the 

execution time of all these input texts. Consequently, 

the completion time denoted by: CT (1) is then 

expressed as the ratio of Minst to the computing 

capacity, denoted by σ0, of the computer used in the 

sequential mode. Thus, CT (1) will be expressed as 

follows: 

0

1
σ

Minst
)CT( =                                 (8) 

 

In the distributed mode however, we need both 

planning and coordination among the computers 

participating in the work. Thus, the completion time, 

denoted by CT (P) depends on the number P of 

computers used. Let σC denotes the computing power 

of the coordinator. We will suppose next that σC is 

infinitely rapid. Let σp denotes the computing power 

of computer p, where p =1, 2... P. Let γ denotes the 

size in bytes of any feature vector of Tp.. Let NTPacp 

denotes the number of packets where (p=1, 2... P) to 

be transmitted from the coordinator to computer p 

during the assignment process. NRPacp is readily 

expressed as follows:  

NTPacp  = 
Pac

p
T γ×

                        (9) 
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where Pac denotes the size in bytes of any given 

packet.  

Let Cp denotes the number of recognized characters 

from within Tp. Let NRPacp denotes the number of 

packets to be returned by computer p to the coordinator 

upon finishing its recognition process. Thus, NRPacp  is 

readily expressed as follows:  

NRPacp = 
Pac

C p
                         (10) 

We denote by T* the recognition processing time of the 

slowest computer among those participating in the 

work. T* is consequently expressed as follows:  

T*=











 ×

≤≤
p

Pp

p
Tb

σ1
max                        (11) 

Let α1(P), denotes the planning time among the P 

computers participating in the work. This task is 

achieved by the coordinator, it corresponds mainly, to 

the total time required to compute optimally or pseudo 

optimally all the Tp to be assigned to the different 

computers; α1(P) depends directly on the complexity of 

the algorithm used to achieve this task.  

Let α2(P) denotes the coordination time among the P 

computers participating in the work. In fact, we may 

approximate α2(P) by the following expression:  

α2(P) = ∑
=

×+
P

p

pp capNRPacNTPac
1

)(         (12) 

where cap expresses the capacity of the network of the 

loosely coupled architecture used. The completion time 

CT(P) will be consequently expressed as follows: 
 

CT (P) = T* + α1(P)+ α2(P)                    (13) 
 

The expressions of the speedup and efficiency factors 

are then given by:  

S(P)= 
)P(CT

)1(CT
                               (14) 

E(P)= 
P

)P(S

                                (15) 

Equation 13 shows that α1(P) and α2(P) are key 

parameters of our distribution. We will suppose next 

that α1(P) is negligible compared to  α2(P) especially if 

we use a non complex (light)  heuristic to compute in a 

pseudo optimally manner all the Tp.  

 

4.1.1. Numerical Results  

We consider next only the case where the loosely 

coupled architecture is homogeneous. It means that all 

the corresponding interconnected computers are 

homogeneous in terms of computing power and 

operating system. We ran several experiments on 

several specific printed Arabic texts that we scanned 

by an HP scanner with a resolution of 300 dots per 

inch. Obtained statistics show in particular that: 

• The average number of lines per page is 40; 

• The average number of characters per line is 70; 

• The total size of interlines and spacing characters is 
approximately equal to 1/5 of the total size of 

characters composing the studied corpus; 

• The average number of feature vectors in one 

Arabic character is 25 each of which has the 

dimension 50.  

In light of these statistics, we have made the following 

experiments:  
 

The First Experiment  

This experiment aims to study the effect of the 

distribution of approximately a thousand (1000) of 

printed Arabic text pages over a variable number of 

target computers when the network capacity is 

fixed. Consequently, the following data has been 

considered:  

• X = 70000000, the total number of feature 

vectors composing the input Arabic texts (which 

are composed of around 1000 pages) to be 

recognized;  

• The reference library V to be used is composed of 

500 isolated characters. Each Arabic character is 

approximately represented by 5 different 

occurrences mutually rpresentig a small 

difference (including some noises). This value 

has been found after several conducted 

experiments. 

• b =5000000, the total number of machine 

instructions required to execute at time i all 

cumulative distances. This is evaluated through 

extensive experiments. 

• σp = 1000 Mega Machine Instructions Per 

Second (MIPS) the computing power of 

computer p where (p=1, 2... P) Participating in 

the work. This value corresponds approximately 

to the computing power average of our Lab 

computers.  

• P the total number of computers that will 

participate in the work. This number lies from 1 

to 1000. 

• σ0 = 1000 MIPS. It means that the computer used 

in the sequential mode has the same computing 

power as any one of those used in the distributed 

mode. 

• cap = 100 Kilo Bytes Per Second (KBS) the 
capacity of the network of the loosely architecture 

used. This capacity corresponds approximately to 

the effective average throughput of our lab LAN. 



 158                                                             The International Arab Journal of Information Technology, Vol. 6, No. 2, April 2009                                                   

0

10

20

30

40

50

60
1

8
1

1
6
1

2
4
1

3
2
1

4
0
1

4
8
1

5
6
1

6
4
1

7
2
1

8
0
1

8
8
1

9
6
1

 
 

Figure 2. Speedup factor of the first experiment. 
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Figure 3. Efficiency factor of the first experiment. 

 

Figures 2 and 3 illustrate the obtained results of this 

first experiment. These figures show in particular that: 

• The speedup factor increases with the number of 

computers used. 

• However, the efficiency factor decreases with the 
number of computers used. 

• If we use 60 computers then the speedup factor 

reaches the value 30 and the corresponding 

efficiency factor reaches the value 0.5. This result is 

very interesting because in this case our proposed 

OCR system will be able to recognise more than 900 

characters per second which is far away from the 

recognition rates of the existing systems [14]. 

Besides, the computers participating in the work will 

use only the half of their computing power. It means 

that users of this architecture can use the remaining 

half computing power for other purposes. 
• The limiting speedup is around 57 which are 

obtained when the number of participating 

computers is above 400. The corresponding 

efficiency factor is around 0.18. In such a situation 

set up, the proposed OCR system will be able to 

recognise more than 1700 characters per second yet 

consuming only 18% of each participating computer. 

Using more computers does not provide better speed 

up; nevertheless it allows using less computing 

power per participating computer. This result is very 

interesting since it suggests that OCR systems when 

built on a loosely coupled architecture allows to 

have very high recognition rates while at the same 

time take away a rather small fraction of the 

processing power of any participating computer. 
 

The Second Experiment 

This second experiment aims to study the effect of the 

network capacity (cap) variation when the number of 

computers participating in the work is fixed and the 

size of the text to be recognized is fixed too. 

We consider here the same values for all 

parameters as those used in the first experiment except 

the value of P which will be fixed to 60 and the value 

of cap which will lie between 5 KBS to 10 MBS 

(Mega Bytes per Second).  
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Figure 4. Speedup factor of the second experiment. 
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Figure 5. Efficiency factor of the second experiment. 

 

Figures 4 and 5 illustrate the obtained results of this 

second experiment. These figures portray in particular 

that: 

• The speedup factor increases with the network 
capacity. 

• The efficiency factor increases also with the 

network capacity. 

• For a heavily loaded network corresponding to 
small values of cap, our proposed system still 

delivers adequate recognition rates. For instance, 

when the capacity cap = 40 KBS the speedup 

factor reaches the value 17 which amounts to a 

recognition rate of about 500 characters per second. 

• For a lightly loaded network corresponding to large 
values of cap, the speed up is large enough for the 

system to reach excellent recognition rates. For 

instance, when cap = 1 MBS then the speedup 

factor reaches the value 54.5 and our OCR system 

Number of computers used 

Number of computers used 

Network capacity (bytes per seconde) 

Network capacity (bytes per seconde) 
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will be able to recognize more than 1600 characters 

per second. 

Consequently, the proposed approach is very 

interesting because it can lead easily to the 

implementation of a very powerful Arabic OCR 

system.  

 

4.2. The Experimental Study 

To validate the results given by our analytical model 

and ascertain their reliability, we conducted an 

experimental study on the Scientific Research Tunisian 

Grid (SRTG) which was recently implemented and 

tested [16].   Our goal here is mainly to put in practice 

our approach, yet to demonstrate the obtained benefits. 

This grid is similar to the XtremWeb-CH [35].  

XtremWeb-CH is an improved version of XtremWeb 

[35]. It interconnects via the Internet several hetero-

geneous computers of different institutions. The main 

computer (the middleware) of the SRTG is named the 

coordinator and the voluntary interconnected computers 

are named workers. To distribute an application over 

the SRTG, users have to follow these steps: 

• Logon to the GTRS. 
• Request the coordinator about the number of 

interconnected workers and their corresponding 

computing power and operating systems. 

• Make a decision about the number of workers that 

will participate in the work. 

• Prepare an XML file describing the distributed 

application to be processed [1]. This file includes 

the physical access paths of the data to be 

processed (the binary sub images) and the code to 

be executed by every designated worker. It means 

here that the optimal or pseudo optimal 

assignment of the input data is achieved by the 

user and not the coordinator. 

• Upload this file to the coordinator. 

After receiving this file, the coordinator assigns to 

each involved worker the input data and the code to 

be executed as described in the received XML file.  

Whenever, the distributed processing is terminated 

the coordinator must first sort in the right order the 

returned recognition results from workers and put 

them in one organized file. Finally, it turns back this 

file to the user. Our experiment aims to implement 

the proposed approach and to prove that the speedup 

factor increases with the number of workers used. 

We have considered the following conditions:  

• The studied application was implemented in the “C 

sharp” language. 

• We have used 20 dedicated homogeneous workers 

having the exact same configuration: 3GHZ CPU 

frequency, 512 Mega Octets RAM and running 

Windows XP-professional. 

• We have used a text corpus formed of 7000 Arabic 

words randomly chosen which were scanned using 

an HP scanner with a resolution of 300 dpi (dots 

per inch). 

• We have considered also a reference library 

composed of 103 characters representing 

approximately the totality of the Arabic alphabet 

(including the characters shape variation according 

to their position within words).  

• The grid network capacity was around 100KBs.  
• The XML file has been generated manually. 

Figures 6 and 7 illustrate the obtained results of the 

described experiment. 
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Figure 6. Speedup factor of the experimental study. 
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Figure 7. Efficiency factor of the experimental study. 
 

These figures show in particular that: 

• The speedup factor increases with the number of 

workers used. 

• The efficiency factor is greater than 0.6 which 
means that the computing power of each 

dedicated worker is used for more than 60%. 

Using more workers will certainly lessen their 

efficiency and hence we may use non dedicated 

workers. 

• If we use 20 workers then the speedup factor 
reaches the value 13 which amounts to a 

recognition rate around 500 characters per 

second which is a very interesting recognition 

speed compared to the existing products [14].  

 

5. Conclusion and Perspective  

We proposed in this paper a distributed printed Arabic 

OCR based on the DTW algorithm. What makes 

attractive the proposed distribution is the target 

hardware infrastructure that can support it and which 

Number of workers used 

Number of workers used 
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can be any loosely coupled architecture such as a grape 

or a grid computing. We proposed an analytical 

performance study that allowed us to quantify the speed 

up and the efficiency factors obtained for different 

system parameter values. An experimental study is also 

conducted on an existing grid plate form to validate our 

analytical results and to confirm the benefits emanating 

from our proposed approach.  The proposed approach 

allows to reach very substantial recognition rates that 

could not been attained otherwise. Further, 

investigations are underway to validate the proposed 

analytical model through extensive use of the existing 

GTRS grid plate form.  
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