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Abstract: Mobile ad-hoc network is a network without infrastructure where every node has its own protocols and services for 
powerful cooperation in the network. Every node also has the ability to handle the congestion in its queues during traffic 
overflow. Traditionally, this was done through Drop-Tail policy where the node drops the incoming packets to its queues 
during overflow condition. Many studies showed that early dropping of incoming packet is an effective technique to avoid 
congestion and to minimize the packet latency. Such approach is known as Active Queue Management (AQM). In this paper, an 
enhanced algorithm, called Fuzzy-AQM, is suggested using fuzzy logic system to achieve the benefits of AQM. Uncertainty 
associated with queue congestion estimation and lack of mathematical model for estimating the time to start dropping incoming 
packets makes the Fuzzy-AQM algorithm the best choice. Extensive performance analysis via simulation showed the 
effectiveness of the proposed method for congestion detection and avoidance improving overall network performance. 
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1. Introduction

Mobile ad-hoc network is a network without 
infrastructure where every node can work as a router. 
Every node has protocols and services to request and 
provide services to other nodes with the congestion 
handling capability. Traditionally, the congestion 
handling is done through Transmission Control 
Protocol (TCP). This protocol sends congestion signal 
(drop incoming packets) when the node's queue is full 
(queue length is maximum). Some studies [4, 11] 
showed that early dropping of incoming packet before 
reaching the maximum queue length is an effective 
technique to avoid congestion and to minimize the 
packet latency, e. g., Active Queue Management 
(AQM) drops incoming packets before the queue is full 
in contrast to traditional queue management which 
starts dropping only when the queue in overflowed. 

Mobile ad-hoc networks suffer high network 
congestion due to high Bit Error Rate (BER) in the 
wireless channel, increased collisions due to the 
presence of hidden terminals, interference, location 
dependent connection, uni-directional links, frequent 
path breaks due to mobility of nodes and the inherent 
fading properties of the wireless channel [20]. This 
substantiates the need for high adaptive AQM 
algorithms with adapting capabilities to high variability 
and uncertainty for these types of networks. The 
proposed fuzzy logic based AQM, called Fuzzy-AQM,
is such types of algorithms to overcome the above 
shortcoming in ad-hoc networks. The application of 
fuzzy logic to the problem of congestion control allows 
us to specify the relationship between queue 

parameters and packets dropping probability using 
“if...then...” type of linguistic rules. The fuzzy logic 
algorithm would be able to translate or interpolate 
these rules into a nonlinear mapping.

In this study, the focus is to investigate the impact 
of the traditional and Fuzzy-AQM algorithms on the 
ad-hoc network. The considered strategy is as follows: 
When the congestion is detected, the node uses one of 
the AQM policies to drop the incoming data packets. 
Meanwhile, it allows the control packets to pass to the 
queue using Drop-Tail policy. Therefore, the data 
packets are dropped first when the packets drop 
probability exceeds a certain threshold while the 
control packets are still acceptable until the queue is 
full. 

Control messages are preferred to pass to the queue 
during congestion time for the following reasons:

1. Control messages are used to update the changes of 
the network topology. Therefore, they prevent data 
packet to be transmitted through broken paths. 

2. Data packets are “connection oriented”, that is, 
guaranteed delivery to their destinations by TCP. In 
contrast, control messages are “connectionless”; that 
is, the dropped message will not be retransmitted 
again. 

3. Control message size is very small compared to data 
packet. Normally in ad-hoc routing protocols, 
control message size is 64 bytes while data packet is 
512 bytes, i. e.,  the control message takes small 
space in the queue and fast processing time in the 
node.



Fuzzy Active Queue Management for Congestion Control in Wireless Ad-Hoc                                                                          51                                                              

The rest of this paper is organized as follows. 
Section 2 summarizes related work on the common 
AQM polices issues and focuses on previous 
implementations of fuzzy AQM policies. Followed by 
congestion in ad-hoc networks, the fuzzy dropping 
algorithm as a new AQM policy (Fuzzy-AQM), 
performance analyzes of the proposed algorithm, and 
finally the conclusions.

2. Related Work

The most famous AQM algorithm is Random Early 
Detection (RED) [11]. The RED algorithm manages 
the queue in an active manner by randomly dropping 
packets with increasing probability as the average 
queue size increases. It maintains two thresholds that 
determine the rate of packet drops: A lower threshold 
(denoted by minth) and an upper threshold (denoted by 
maxth). For each packet k arrives to the queue, the drop 
probability for that packet pd (k) is given by:
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Where qc is current queue size, avg is current average 
queue size and maxp is maximum drop probability.

Some previous studies showed the difficulties of 
choosing the RED parameters [13, 18, 19]. Other 
studies showed that there is no significant benefit to 
RED over Drop-Tail for the web traffic [5, 6, 13]. 
Those drawbacks are the main reasons to default 
disable of the RED function (or some vendor-specific 
variant of RED, e. g., Cisco’s Weighted RED (WRED) 
[9]) in most of the available routers today. To 
overcome these drawbacks, extensions of the RED 
algorithm had been proposed to make it more robust 
and/or adaptive, for example, Stabilized RED (SRED) 
[22], Flow RED (FRED) [3], Dynamic RED (DRED) 
[16] etc. The most famous dynamic configured RED is 
the Adaptive RED (ARED) algorithm proposed by 
Floyed et al. [12]. In ARED, the maxp is configured 
dynamically to keep the average queue size avg within 
a target range. 

Many studies used the fuzzy logic system to 
dynamically calculate the drop probability behavior of 
AQM policy. Wang et al. [30] proposed Adaptive 
Fuzzy-based RED (AFRED) algorithm to calculate the 
drop probability using the current queue size as the 
only input for the fuzzy system. Some other studies 
calculate the drop probability based on Fuzzy Explicit 
Rate Marking (FERM) algorithm using two queue state 
inputs: The current queue size 'qc' and its rate of 
change '∆qc'. The FERM was implemented in [25] for 

ATM networks, while in [8, 28] it was implemented 
for differentiated services (Diff-Serv) networks.

In [1, 2, 7, 10, 17, 27, 32], the authors calculate the 
drop probability using Fuzzy Proportional Derivative 
Controller (FPDC) with two inputs: The error 'e'
(which is the difference between the current queue size 
and the desired queue length) and the change of the 
error '∆e' (which is the difference between the current 
error and the previous error). A conventional fuzzy 
controller use (e, ∆e) as inputs to observe the 
controlled system response and its parameters. These 
parameters are overshoot, rise-time and settle-time. 
This set of parameters is not only used to evaluate the 
stability, but the performance of a system as well, and 
often is given in specification. Using the same inputs 
(e, ∆e) to calculate the drop probability of AQM is 
meaningless and the fuzzy “if...then...” rules will not 
accurately represent the queue system behavior.

Li et al. [15] have used the current average queue 
size 'avg' and its variance '∆avg' as the input for the 
Fuzzy Logic Adaptive RED (FLARED) algorithm to 
adaptively modifying the changes of step-size of the 
parameter maxp. This scheme tune only one parameter 
of ARED algorithm and its drawback is the lack to 
tune other ARED parameters.

In this study, we have used fuzzy logic system to 
calculate the drop probability in ad-hoc networks 
using: The current queue size and the number of 
neighboring nodes. This scheme can be generalized to 
be used in any network where the number of neighbors' 
nodes represents the number of communication links, 
or precisely number of TCP sessions. Table 1 
compares various schemes to design fuzzy AQM 
algorithms.

Table 1. The fuzzy AQM schemes.

Fuzzy AQM Scheme Congestion Metric
Optimized 
Variable

AFRED [30] Current queue size 'qc'
Drop 

Probability

FERM [8, 25, 28] qc and its change '∆qc'
Drop 

Probability

FPDC [1, 2, 7, 10, 
17, 27, 32]

Error 'e' and its change '∆e'
Drop 

Probability

FLARED [15] Average queue size 'avg'
and its change '∆avg'

∆maxp

Our scheme:
Fuzzy-AQM

qc and node neighbors 
density

Drop 
Probability

3. Congestion in Ad-Hoc Networks

In ad-hoc networks, congestion control is handled 
through transport layer protocols. The connection-
oriented transport layer protocol used in ad-hoc 
networks is Transmission Control Protocol (TCP) [14]. 
The objectives of this protocol include the setting up of 
an end-to-end connection, end-to-end delivery of data 
packets, flow control and congestion control. TCP uses 
window-based flow control mechanism. The sender 
maintains a variable size window whose size limits the 
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number of packets the sender can send. The destination 
sends ACKnowledgment (ACK) for packets that are 
received. When the window size is exhausted, the 
sender must wait for an ACK before sending a new 
packet based on a sliding window principle. This 
waiting time is known as Retransmission TimeOut 
(RTO) period. If the ACK does not arrive within the 
RTO period, then the sender will assume the packet is 
lost. The loss of packet is due to the congestion in the 
network which will yield TCP to start the congestion 
control mechanism.

Mobile ad-hoc networks experience dynamic 
changes in the network topology due to unrestricted 
mobility of nodes. The topology changes lead to 
frequent changes in the connectivity of wireless links 
and hence routes reestablishment may be repeated very 
often. This route reestablishment process takes a 
significant amount of time. The route reestablishment 
time is a function of transmission range of the nodes, 
distance between the source and destination, number of 
intermediate nodes between the source and destination 
and node's velocity. If the route reestablishment time is 
greater than RTO period of the source node, then it 
will not receive the ACK and assumes congestion in 
the network, followed by retransmission of the lost 
packets and initiation of the congestion control 
mechanism [20]. A schematic illustration of congested 
ad-hoc network is shown in Figure 1. The source sends 
its data packets through node A, which passes those 
packets to node B then to the destination. As soon as 
the link between the source and node A is broken, it 
starts route reestablishment process and creates a direct 
link with node B. If this processing time is less than 
RTO, the source will receive the ACK and send other 
data packets, or it will resend the previous lost packets.

4. Fuzzy-AQM Algorithm

In this section, concepts and rules of the proposed 
Fuzzy-AQM algorithm for ad-hoc networks are 
introduced. In the following two subsections, we 
studied the effect of some node parameters on packets 
drop probability. These parameters are used in 
subsection C to create the rules of the fuzzy system. 
Method to design their membership functions is 
presented in the later subsection. Overall system design 
and its implementation complexity are presented in 
subsection E and F. Compatibility of the proposed 
algorithm with other conventional algorithms 
discussed in the last subsection.

4.1. Effect of qc on Drop Probability

Current queue size qc is the most used indicator in 
AQM policy for estimating the probability of dropping 
the incoming packets. The drop probability pd can be 
calculated as [26]:
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Where N is a load factor, C is a transmission capacity 
(in packets/seconds) and Tp is a propagation delay (in 
seconds). Assuming a 10 Mbps (2500 packets/sec) 
transmission capacity with a 100 msec propagation 
delay, Figure 2 shows the relation between the drop 
probability and the load for various queue sizes. It is 
evident that the probability of a packet dropping 
increases as the load increases. More packets in the 
queue wait for processing as load increases. Thus, it 
can be stated that when the used space of the queue is 
high, the drop probability of incoming packets is also 
high and vice versa. Consequently, the following rules 
are proposed:

R1: If qc is low then pd ought to be low.
R2: If qc is medium then pd ought to be high.
R3: If qc is high then pd ought to be high.

Figure 1. Congestion in ad-hoc networks.

4.2. Effect of Node Neighborhood Density on 
Drop Probability

In ad-hoc networks, the traffic is categorized as: Data 
packets and control messages. The control messages 
are used to continuously update the nodes about the 
topology changes (new created or lost links). For 
example, if a node has two neighbors that means it will 
receive two hello messages every second from them. 
Besides, receiving a route request messages, a route 
breaks messages, or data packets. If that node has ten 
neighbors, this means it will receive, in every second, 
ten hello messages beside bulk amount of control 
messages and data packets. Hence, it is clear that the 
traffic pass through the nodes with few neighborhoods 
is less than the others with many neighbors. In 
equation 2, the load N can be written as:
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Where qm is the maximum queue size. Hence, if the 
neighbors' density of a node's is high, the node's queue 
will be full quickly and increases the probability of 
congestion and vice versa. Consequently, the following 
rules are proposed:

R4: If neighbors' density is low then pd ought to be    
       low.
R5: If neighbors' density is medium then pd ought to be    
       high.
R6: If neighbors' density is high then pd ought to be         
       high.

Figure 2. Drop probability for the coming load.

4.3. The Rule-Base for Fuzzy Drop Probability

To fulfill the fuzzy sets theory, the previous six rules 
(R1 to R6) can be combined within a 2-dimensional 
rule-base to control the drop probability adaptively as 
presented in Table 2. For example, according to Table 
2 the first rule is:

If qc is Low and neighbors' density is Low then pd is 
Low

Table 2. Fuzzy-AQM rules for drop probability.

Neighbors' Density
Low Medium High

Low Low Low Low

Medium Low High Highqc

High High High High

4.4. Membership Functions For Fuzzy 
Variables

After defining the fuzzy linguistic ‘if-then’ rules, the 
Membership Function (MF) corresponding to each 
element in the linguistic set should be defined. For 
example, if the queue size is 5 k bytes and qc equal to 2 
k bytes, using conventional concept, it implies qc is 
either ‘low’ or ‘medium’ but not both. In fuzzy logic, 
however, the concept of MFs allows us to say the qc is 
‘low’ with 80% membership degree and ‘medium’ 
with 20% membership degree.

The MFs we propose to use for the fuzzy inputs (qc, 
neighbors' density) and the fuzzy output (pd) are 
illustrated in Figure 3. These MFs are used due to their 
economic value of the parametric and functional 
descriptions. In these MFs, the designer needs only to 

define one parameter; midpoint. These MFs mainly 
contain the triangular shaped MF [23]. The remaining 
MFs are as follows: Z-shaped membership to represent 
the whole set of low values and S-shaped membership 
to represent the whole set of high values.

 (a)  MFs used for the input variables.

 (b)  MFs used for the output variable.

Figure 3.  Membership functions used for the fuzzy variables.

Maxpoint is the maximum queue size in qc−MF 
(Table 2), and it is the number of the network's nodes 
in the neighbors' density MF. Midpoint of qc−MF is a 
threshold that indicates whether the queue is going to 
be full soon. The threshold is simply set to 60% of the 
queue size. The optimal value for this variable depends 
in part on the maximum average delay that can be 
allowed by the nodes. Tseng et al. [29] argue about the 
cost-effectiveness to have large ad-hoc networks. They 
proved by simulation that practical sizes of ad-hoc 
networks would range within about five nodes. 
Therefore, for neighbors' density MF, midpoint should 
be equivalent to five nodes.

4.5. Fuzzification, Inference and 
Defuzzification

The fundamental diagram of the fuzzy system is 
presented in Figure 4. Fuzzification is a process where 
crisp input values are transformed into membership 
values of the fuzzy sets (as described in the previous 
section). After the process of fuzzification, the 
inference engine calculates the fuzzy output using the 
fuzzy rules described in Table 2. Defuzzification is a 
mathematical process used to convert the fuzzy output 
to a crisp value; that is, pd value in this case.

There are various choices in the fuzzy inference 
engine and the defuzzification method. Based on these 
choices, several fuzzy systems can be constructed. In 
this study, the most commonly used fuzzy system, 
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Mamdani method, is selected; for further details on this 
system see [31].

Figure 4.  Block diagram for the basic elements of the fuzzy-AQM.

4.6. Implementation Complexity 

Using fuzzy logic system with AQM, we may achieve 
comparable or better run-time computation than purely 
conventional methods. This can be achieved using 
lookup table. The input-output relationship of the fuzzy 
reasoning engine for Fuzzy-AQM is illustrated in 
Figure 5. This relationship can be stored as a lookup 
table which will result in a very fast execution.

5. Performance Analysis of the Proposed 
Fuzzy-AQM

5.1. Simulation Environment

Simulation of the proposed AQM design was done 
using OMNeT++ version 2.3 with Ad-Hoc simulator
1.0 [21]. The OMNeT++ is a powerful object-oriented 
modular with discrete event simulator tool. Each 
mobile host is a compound module which encapsulates 
the following simple modules: An application layer, a 
routing layer, a MAC layer, a physical layer, and a 
mobility layer. 

 Application Layer: This module produces the data 
traffic that triggers all the routing operations. In all 
scenarios, 15 nodes are enabled to transmit. The 
traffic is modeled by generating a packet burst of 64 
packets sent to a randomly chosen destination that 
stays the same for all the burst length. The rate of 
each burst sending packets is 3 packets/sec. The 
time elapsed between two application bursts is 
normally distributed in [0.1, 3] sec. The packet size 
is 512 bytes.

 Routing Layer: The routing model is the heart of the 
simulator. This model depicts the Ad-hoc On-
demand Distance Vector (AODV) routing protocol, 
all of its functions, parameters and their 
implementation [24].

 MAC Layer: The simple implementation for this 
layer has been used. The outgoing messages (from 
routing layer) are let pass through to the physical 
layer. The incoming one (from physical layer) 
instead is delivered to the routing layer with an 

MM1 queue policy with queue size 5k bytes. When 
an incoming message arrives, the module checks a 
flag that indicate if the routing layer is busy or not. 
If so, the message will be saved in the queue using 
Drop-Tail, Adaptive RED, or Fuzzy-AQM 
algorithm. Note that Drop-Tail is a special case of 
AQM with the following condition:



 


otherwise

qqif1
p mc

d 0

The parameters of Adaptive RED (see notation in 
[12]) are set at minth = 1.5k bytes, maxth = 3k bytes, 
maxp = 0.01, wq = 0.002,  = maxp/4, and   = 0.9. 
When the routing layer is not busy, the MAC 
module picks the first message from the queue and 
sends it upward. 

 Physical Layer: It deals with the on-fly creation of 
links that allow the exchange of messages among 
the nodes. Every time a node moves from its 
position, an interdistance check on each node is 
performed. If a node gets close enough (depending 
on the transmission power of the moving nodes) to a 
new neighbor, a link is created between the two 
nodes with the following properties: Channel 
bandwidth is 11 Mb/s (IEEE 802.11a) and delay is 
10  s. Each node has a defined transmission range 
chosen from a uniformly distributed number
between [90, 120] m.

 Mobility Layer: The random waypoint model was 
adopted for the mobility layer. It is one of the most 
used mobility pattern in the ad-hoc network 
simulations. This is because of its simplicity and its 
quite realistic mobility pattern. In this mobility 
model, a node randomly selects a destination. On 
reaching the destination, another random destination 
is targeted after 3 seconds pause time. The speed of 
movement of individual nodes range between [11, 
16] m/sec. The direction and magnitude of 
movement was chosen from a uniformly distributed 
random number.

Three different network sizes are modeled: 
700m×700m map size with 25 and 35 nodes and 
800m×800m map size with 45 nodes. Each simulation 
run takes 300 simulated seconds. Multiple runs were 
conducted for each scenario and collected data was 
averaged over those runs.

5.2. Performance Metrics

The following metrics were used for measuring 
performance:

 Drop Ratio: The percentages of packets that are 
dropped from the queue due to overflow 
(congestion) to the total arrival in the queue.

 Invalid Route Ratio: Calculated as follows:

(11)
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Each time a route is used to forward a data packet, it 
is considered as a valid route. If that route is 
unknown or expired, it's considered as invalid route.

 Average End-to-End Delay: Average packet 
delivery time from a source to a destination. First, 
for each source-destination pair, average delay for 
packet delivery is calculated. Then the whole 
average delay is calculated from average delay of 
each pair. End-to-end delay includes the delay in the 
send buffer, the delay in the interface queue, the 
bandwidth contention delay at the MAC layer, and 
the propagation delay. 

 Routing Overhead: Calculated as follows:
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Where n is number of nodes in the network and 
SentCtrlPkt is control packets used by AODV and 
described in Table 3. This metric can be employed 
to estimate how many transmitted control packets 
are used for one successful data packet delivery. We 
use it to study the effect of AQM algorithms on the 
efficiency and scalability of the routing protocol.

Figure 5. The input-output relationship of the fuzzy-AQM.

Table 3. Control packets used by AODV.

Message Description

RREQ A Route Request message
RREP A Route Reply message

RERR
A Route Error containing a list of the invalid 
destinations

RREP_ACK A RREP acknowledgment message

6. Simulation Results and Evaluations

6.1. Drop Ratio Details

The average control messages drop ratio for the 
proposed Fuzzy-AQM algorithm is less than other 
conventional algorithms as shown in Figure 6-a. The 
percentage of Fuzzy-AQM improvement compared to 

Drop-Tail and Adaptive RED algorithms is: 93.9% and 
74.5% for 25 nodes, 65.8% and 33.5% for 35 nodes, 
and 75.1% and 49.7% for 45 nodes, respectively.

This improvement of the fuzzy algorithm is a result 
of choosing the neighbors' density parameter to 
estimate the size of incoming traffic and hence start the 
early dropping policy as needed. Despite the data 
packets drop ratio of Fuzzy-AQM is little bit higher 
than adaptive RED, as shown in Figure 6-b, this is 
enough to produce a higher enhancement in the control 
messages drop ratio. This enhancement is a result of 
the wide difference between the size of data packets 
(512 bytes) and control messages (64 bytes). 
Consequently, at congestion time, dropping one data 
packet allows the queue to accept eight control 
messages.

Drop-Tail algorithm doesn't have any mechanism to 
distinguish between data and control packets like other 
AQM algorithms. Moreover, the number of control 
messages in ad-hoc network is much higher than data 
packet; to provide continuous update of topology 
changes. Those two reasons affect a high control 
messages drop ratio for the Drop-Tail algorithm as 
shown in Figure 6-a.

6.2. Invalid Route Ratio Details

The Fuzzy-AQM algorithm has less average invalid 
route ratio compared to other conventional AQM as 
shown in Figure 7. This decrement of the proposed 
algorithm is about: 20.3% and 23.1% for 25 nodes, 
31.1% and 14.6% for 35 nodes, and 22.4% and 12.9% 
for 45 nodes, respectively.

Information about route breaks is broadcasted as an 
RERR message. The Fuzzy-AQM algorithm allows 
more control messages to pass the queue to the upper 
routing layer as shown in Figure 6. This increased 
number of received control messages helps the nodes 
with Fuzzy-AQM to be more accurate to topology 
changes and have precise updated routing tables, 
hence, have less invalid routes.

6.3. Average End-to-End Delay Details

Figure 8 indicates that the proposed Fuzzy-AQM 
algorithm has lower average end-to-end delay 
compared to other conventional algorithms. This 
decrement is approximately: 17.2% and 6.3% for 25 
nodes, 24.1% and 11.6% for 35 nodes, and 33.6% and 
21.6% for 45 nodes, respectively. 

The nodes that have conventional AQM algorithms 
have higher invalid route ratio as shown in Figure 7, 
therefore they suffer longer routing delay to recover 
from broken paths and discover new ones. To recover a 
broken path, an RERR message must first be launched 
from the intermediate nodes to tell the source node 
about the broken link. The source node deletes the 
corresponding entry from its routing table. The RREQ 
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must then be broadcasted from the source to the 
destination, and an RREP consequently has to be 
transmitted back to the source. Data packets are 
buffered at the source node during this process and the 
duration of their buffering adds more time delay to the 
end-to-end delay. The nodes with Fuzzy-AQM 
algorithm, on the other hand, have reliable routing 
tables that minimize the need to this recovery process.

 (a)  Control messages drop ratio comparison.

 (b)  Data packets drop ratio comparison.

Figure 6. Drop ratio comparison.

Figure 7. Invalid route ratio comparison.

6.4. Routing Overhead Details

As expected, the AQM algorithms don't have major 
effect on the routing protocol efficiency or scalability 
as shown in Figure 9. These algorithms maximize the 
number of 'received' control messages, meanwhile they 
have no effect on 'sent' control messages (see equation 
10). This is because the control messages used in 
AODV are broadcast messages; that is, they will not be 
resent if they are dropped or lost.

The Drop-tail algorithms has worst routing 
overhead ratio as the number of node increase as a 
result of increasing data packets drop ratio which is 
clear in Figure 6-b. Meanwhile, the data packets 
dropping ratio is nearly the same for adaptive AQM 
algorithms (ARED and Fuzzy-AQM) that results in no 
major difference in routing overhead ratio.

6.5. Drop Probability Values

In Drop-Tail algorithm, pd always take a static value of 
1 to start packet dropping at overflow. In Adaptive 
RED algorithm, pd increases linearly between the two 
thresholds minth and maxth in dependent on the average 
queue size 'avg'. Some studies [26] showed that using 
linear pd function can result in forced drops when qc

exceeds maxth or link under-utilization when qc

decreases to zero. This is an evident that the original 
linear drop function does not perform well within a 
wide range of loads.

The pd values used by the proposed Fuzzy-AQM for 
randomly chosen node in the 25 nodes simulated 
network are shown in Figure 10. It is evident that the 
drop function is non-linear and a high load requires a 
disproportionately higher pd than a low load to keep 
the queue size in the same range. Non-linearity of pd

function is also clear in the input-output relation as 
shown in Figure 5.

The comparison between the average pd values used 
by every node in the 25 nodes and the 35 nodes 
networks is shown in Figure 11. Due to higher 
neighbors' density, 35 nodes network have higher pd

values than 25 nodes network. This is a result of 
increasing neighbors' density which will also increase 
the number of control messages.

7. Conclusions

In this study, a novel AQM algorithm (Fuzzy-AQM) 
based on fuzzy logic system was suggested. This 
algorithm for early packets dropping is implemented in 
wireless ad-hoc networks in order to provide effective 
congestion control by achieving high queue utilization, 
low packet losses and delays. The proposed scheme is 
contrasted with a number of well-known AQM 
schemes through a wide range of scenarios. From the 
simulation results, the efficiency of the proposed fuzzy 
AQM policy in terms of routing overhead, average 
end-to-end delay and average packet losses are 
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pronounced than other AQM polices, with capabilities 
of adapting to high variability and uncertainty in the 
mobile ad-hoc networks.

(a)  25 nodes.

(b)  35 nodes.

 (c)  45 nodes.

Figure 8. Average end-to-end delay comparison.

Figure 9. Routing overhead comparison.

Figure 10. Drop probability values used by a node.

Figure 11. Average pd values used by 25 and 35 nodes networks.
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