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Dimensionality Reduction in Time Series: 
A PLA-Block-Sorting Method
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Abstract: We address the data reduction in time series problem through a combination of two newly developed algorithms. 
The first is a modified version of the Douglas-Peucker Algorithm (DPA) for short-term redundancy reduction. The second is 
an alternative to the classical statistic methods for long-term redundancy reduction and is based on block sorting. The block 
sorting technique is inspired from the quite recent Burrows and Wheeler Algorithm (BWA). The novel reduction scheme was 
applied to the ECG time series using the MITBIH public ECG database. Results show that the novel scheme is highly 
competitive with respect to the most performant existing techniques (SPIHT, TSVD, CCSP-ORD-VLC and others).
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1. Introduction
Time series efficient representation is an important 
pre-processing task for analysis, prediction, data 
mining of specialized databases, storage and 
transmission over the network of this type of data. Data 
reduction in time series is in fact a dimensionality 
reduction problem. Let X = (x1, ... , xN) be the time 
series vector of measures, with xi ∈ M, where M is the 
space of measures. Thus, X belongs to the higher 
dimension space MN. It is evidence that, when N is 
sufficiently large, which is the case for real world time 
series, efficient processing of this type of data requires 
some kind of data reduction. The problem of data 
reduction of set X is then to find another space of 
representation for the data, say Ek, k < N and a 
mapping function f:  MN → Ek ; X → Y = f (X) ; such 
that X can be reconstructed from Y within an 
admissible error of reconstruction.  
The problem of dimensionality reduction in time 

series has been addressed mainly by transform 
methods (e. g., DFT [1], DWT [8]), the Truncated 
Singular Value Decomposition (TSVD) method (e. g.,
[15]) and the Piecewise Linear Approximation 
technique (PLA) (e. g., [10]-[11]). The PLA approach 
is particularly attractive for its simplicity and the 
availability of many inspiring related algorithms in 
many computer applications (computer vision, 
computer graphics, Geographic Information Systems 
(GIS)...). The PLA technique consists in the selection 
of a set of Characteristic Points (CPs) from X, based 
on some wisely predetermined rules. The set of 
selected CPs, Ek = (xj, tj), j = 1..k, stands for the 
reduced form of representation of X and the mapping 

in this case is the linear interpolation function between 
consecutive CPs.
In [6], we have shown that, in a PLA scheme, there 

exist two main strategies for Short-Term Redundancy 
Reduction (STRR): The classically used sequential 
strategy and the recursive strategy, under different 
norms. Based on the Rate-Distortion (R-D) behavior 
and the execution time, the study showed that the 
recursive strategy is two times more efficient than the 
sequential strategy on the numerical level. However, in 
the resulting set, STRR only is considered in a PLA 
scheme. In the general case, the selected set of CPs is 
still redundant on the long-term, especially in the case 
of quasi-periodic time series. 
Classically, the Long-Term Redundancy (LTR) is 

reduced by some entropy coding technique (e. g.,
Huffman coding). In this work, we propose a technique 
for taking into account the Long-Term Redundancy 
Reduction (LTRR), based on a block-sorting approach. 
The technique is inspired from the quite recent 
Burrows and Wheeler Algorithm (BWA) [7], 
combined to the Douglas-Peucker line simplification 
Algorithm (DPA) [9].  
The remainder of this paper is organized as follows. 

In section 2, the main materials and methods used in 
this work are presented. In section 3, application of the 
developed technique to the ECG signal is illustrated. In 
section 4, obtained results are discussed. Finally, in 
section 5, concluding remarks and thoughts are 
presented. 
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2. Materials and Methods
2.1. PLA as a Solution to the STRR Problem
Given a discrete curve, formally expressed by the 
polyline P = (pi), i = 1..N, where pi = (xi, yi), with xi the 
horizontal coordinate and yi the vertical coordinate of 
pi, the PLA of P consists in computing another polyline 
Q = (qj), j = 1..K, satisfying the following conditions:

1. K<N.
2. q1 = p1 and qK = pN.
3. Let ||.,.|| be a distance between P and any PLA of it 

Q, then  ||P, Q|| < ε, with ε > 0, a preset threshold 
on the tolerance of the approximation error. 

Figure 1 illustrates a polyline P = (p1, p2, ..., p100), 
approximated with eight points    Q = (q1, q2,..., q8). 
As stated in the introduction section, we use a 

variant of the DPA [9]. This algorithm uses a recursive 
selection strategy, reducing gradually the distance 
between P and Q by the maximal possible amount 
under norm ||.,.|| at each selection. Our choice for the 
recursive approach is motivated by the excellent 
performance of this strategy at selection of most 
perceptually attractive points on the initial curve. By 
contrast, the classical PLA methods use a sequential 
strategy leading to selection of locally only significant 
points. The DPA main steps are as follows. The initial 
curve endpoints are first selected     (Q = [p1, pN]). The 
next selected point, say q3 = (x3, y3), is s. t.:

[ ] )ˆ,(
... 33

123
qqd

ppq
Max

N−∈
            (1)

where 3q̂  is the vertical projection of point q3 on 
polyline Q and d is a defined distance.  Point q3 is the 
most perceptible CP in the interval ]q1,...,q2[. The 
process is then recursively repeated for the resulting 
sub-curves [q1, q3] and [q3, q2] until the condition ||P,
Q|| < ε is met. In this study, we reduce the norm given 
by equation 2:
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Then, for segment [pi,...,pj] under process, the 
selected CP, say qk, is s.t.:
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In equations (2) and (4), yi is the magnitude of point 
qi  and iŷ that of  iq̂ . Note that the so computed CPs 
are selected according to a binary tree of segmentation 
where the most perceptible points are selected in the 

upper levels. Figure 2 illustrates this property in the 
case reported in Figure 1. The approximation algorithm 
is formally described in Figure 3.

2.2. Block-Sorting: A New Solution to the 
LTRR Problem

Block sorting is quite a recent trend as fare as 
compression is concerned. The BWA [7] is one of the 
first compression algorithms using this technique. The 
original BWA is a lossless compression method, 
reported to yield excellent results on images, text and 
sound [14]. 
The main idea behind the BWA is computation of a 

reversible permutation of the original data that creates 
concentrations. These concentrations of data are 
successively coded by Run Length Encoding (RLE), 
MTF (move to front) techniques and finally, Huffman 
coding is applied. 
The decoder proceeds in reverse order, which 

allows reconstruction of the initial permutation. The 
permutation in question is the last column of the N x N
matrix obtained by cyclic shifting of the initial data, N
- 1 times, sorted lexicographically. The reconstruction 
of the original data from the permutation is achieved 
through a well-established process. 

Our proposition for taking into account the long-
term redundancy available in a PLA output is as 
follows. The output (xi, yi), I = 1..K, of a specific 
STRR method is sorted on the yi coordinate.  Let the 
output of this step be (xj’, yj’), j = 1.. K. This last curve 
is then approximated with the DPA of section 2.1 to 
reduce LTR. This yields another curve (xm’’, ym’’), 
m = 1..L, L < K and K time indexes of the STRR CPs. 
The compression ratio associated with the STRR step 
(first approximation), as expressed in terms of number 
of samples reduction is given by equation 5:

K
NCR
.20 =      (5)                                                                        

The compression ratio associated with the LTRR
step (second approximation) is given by equation 6:
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.21 +

=                 (6)       

Then, for L < K/2, CR1 > CR0, hence, gain in 
compression. Yet, CR1 is upper bounded by 2CR0. 
Finally, for L < K/2 : CR0 < CR1 < 2CR0. 
The reconstruction of the original data is conducted 

as follows. Magnitude y~ of the K CPs associated with 
the STRR compression is first computed using the K 
time indexes of the STRR and the L CPs of the LTRR 
through linear interpolation between successive CPs, 
using (xj’)j = 1..K and (xm’’,ym’’)m = 1..L.
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Figure 1. A PLA Q of polyline P.
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q1=p1, q8=p100

Figure 2. CPs selection binary tree (Figure 1).

Step0:    Q ← {p1, pN};
DPA ([p1, ...,pN], ε) ;                

               Q  ← Sort (Q);                    
               M ← |Q|;                       
Return (Q, M);
Procedure DPA ([pi,...,pj], ε)             1 ≤  i < j≤ N                 

If || [pi, pi + 1, ..., pj],[pi, pj]|| ≥ ε Then                                

] [ )ˆ,(
... lp jp iql

qqdMaxArgq lk
∈

←

                 Q  ←  Q ∪ {qk};
 DPA ([pi, ..., qk], ε);                                                
DPA ([qk, ..., pj], ε);
End I f;                         

End
Figure 3. Modified Douglas-Peucker algorithm.

The result is a set of tuples (xj’, jy
~ )j = 1..K. Sorting of 

these tuples on the first coordinate in ascending order 
yields the approximation of the K CPs of the STR
compression. Finally, the reconstructed magnitude ŷ as 
an approximation to the original magnitude y is 
realized by linear interpolation between successive 
CPs. This step yields the output tuples (xi, iŷ )i = 1..N.

3. Application to ECG Traces
We apply particularly the proposed method to the 
Electrocardiogram signal (ECG). The ECG is a
biological signal reflecting the heart activity. Samples 
yi of this signal represent the difference in potential as 
measured at the temporal index xi between two 

electrodes positioned at specific positions on the body 
skin. Due to its quasi-periodic nature, a typical ECG 
signal is composed of a sequence of cardiac cycles. A 
normal cycle is itself composed of three clinically 
significant features, in this order: P wave, QRS 
complex and T wave. It may be interesting to mention 
that compression of the ECG has been under way 
during the last four decades.
Our proposed algorithm for LTR reduction is 

coupled as a post-processing step to the DPA output. 
The so-enhanced method is denoted herein DPA+. 
Evaluation of the DPA and DPA+ methods is 
performed on carefully selected records from the 
Massachusetts Institute of Technology-Beth Israel 
Hospital (MIT-BIH) public ECG database. The MIT-
BIH database is a collection of 48 records sampled at 
360 Hz. Each record is 30 minutes long and each 
sample is coded on 12 bits. This base serves as a cross-
reference for researchers. The evaluation is performed 
on the numerical level through the compression ratios 
CR0 (equation 5) for DPA and CR1 (equation 6) for 
DPA+ and computation of the respective distortions 
upon reconstruction, expressed by the percent root 
difference PRD0 for DPA and PRD1 for DPA+, where 
PRD0 is given by equation 7 and PRD1 by equation 8, 
with y representing the mean original magnitude.
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The first application is an illustration on a segment 
of N = 4095 samples (about 11.38 seconds of 
recording) from the beginning of rec. 103. It is clear 
that the block size is an important factor for the 
proposed algorithm, as there is more long-term 
redundancy, as the block size is larger. But, since the 
samples are coded on 12 bits and the LTRR 
compression ratio CR1 is expressed in terms of number 
of samples reduction, the largest allowed block size is 
212 = 4096, in order to preserve the integrity of the CR1
expression. This application is reported in Figure 4, 
where (original) is the input signal and (reconstructed) 
is the output signal. This segment was first 
approximated with ε1 = 5, yielding K = 459 selected 
CPs. The compression ratio of the STRR step is then 
CR0 = 4.46:1 with a distortion of PRD0 = 2.32%. 
Sorting on magnitude and approximation of the 459 
CPs with ε2 = 2.25 yielded 459 time indexes and L =
36 CPs. Note that, for all experiments, ε2 is computed 
as a fraction of ε1. The overall compression ratio is 
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then CR1 = 7.71:1, for a new distortion of PRD1 =
2.46%. The gain in compression ratio is 73% for a gain 
in distortion of 6%.  
In Figure 5, we report the R-D behavior of STRR-

DPA versus LTRR-DPA+ algorithms. This plot shows 
the substantial R-D behavior enhancement as a result 
of the LTRR incorporation as a post-processing step 
for the PLA algorithm of Douglas and Peucker. For 
instance, for a common distortion of 4%, the 
compression ratio of the DP algorithm is about 6:1, 
whereas that of the DPA+ is 10.5:1. Likewise, for a 
common compression ratio of 10:1, the distortion of 
the DP algorithm is 9.5%, whereas it is about 3.5% for 
the DPA+ algorithm.

Ori gi nal

Reconstruct ed

Figure 4.  Illustration of the proposed method on a segment from 
rec. 103.

For the purpose of comparison, we have considered 
three of the most performant existing methods for ECG 
data reduction using three different approaches. The 
first method is a wavelet-SPIHT technique due to Lu et 
al. [12], the second is a TSVD technique due to Wei et 
al. [15] and the third is the Cardinality constrained 
shortest path, min max Operational Rate Distortion 
Variable Length Coding (CCSP min max ORD VLC) 
[13], an optimal  PLA reduction scheme combining an 
optimal R-D coding technique to graph theory, and is 
due to Nygaard et al. Figure 6 shows the R-D behavior 
for eleven records used by Lu et al. The two curves 
report the mean PRD values at CR equal to 4:1, 5:1 8:1 
10:1, 16:1 and 20:1 using 10 minutes recording from 
the beginning of each record. These plots clearly show 
that the two methods have comparable behavior with 
advantage to our method for CR < 10:1 and to the 
SPIHT method for CR > 10:1. Table 1 reports R-D 
performance of the DPA+ versus the TSVD method. 
This table clearly shows also the better performance of 
the DPA+ over the very sophisticated TSVD method 
for CR < 15. Table 2 shows the R-D behavior in terms
of bit rate, expressed in bits per sample (bps) for the 
DPA+ and the CCSP-ORD-VLC optimal method. This 
table confirms also the better performance of the 
DPA+ over the CCSP for bit rates over 1 bps (CR <
10:1).

4. Discussion
Results show the effectiveness of the proposed method 
to efficiently reduce the short-term and the long-term 
redundancy as illustrated above. Results show that the 

novel block-sorting technique achieves higher long-
term redundancy reduction for the same distortion than 
a PLA-STRR scheme. Obtained results show also that 
the proposed method is highly competitive with respect 
to the most performant LTRR compression techniques. 
Results confirm also our claim that the block-sorting 
technique could be a good alternative to the classically 
used entropy coding technique for lossy time series 
reduction schemes. Furthermore, additional 
compression is still possible with our method through 
an appropriate coding technique of the saved/sent 
samples. 
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Figure 5. R-D behavior of the STRR (DP algorithm, stars) and 
DPA+ (STRR-LTRR, triangles) for a block of data from rec. 103.
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Figure 6. Mean R-D behavior of DPA+ (Stars) and SPIHT 
(squares) for 10 minutes recording from recs. 100, 101, 102, 103, 
107, 109, 115, 117 and 119.

Table 1. DPA+ vs. TSVD: CR-PRD behavior. The condition 
indicates the estimated interval where the DPA+ or TSVD shows 
better RD behavior.

Rec.# DPA+ best for TSVD best for
100 CR < 10:1 CR > 10:1
101 CR < 15:1 CR > 15:1
109 CR < 10:1 CR > 10:1
111 CR < 15:1 CR > 15:1
117 CR < 8:1 CR > 8:1
119 CR < 12:1 CR > 12:1
213 CR < 23:1 CR > 23:1
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Table 2. CCSP-ORD-VLC  vs. DPA+ : R-D behavior.
Rec. ORD-VLC DPA+
100 Bit rate < 1 Bit rate > 1.3
202 Bit rate < 0.7 Bit rate > 1
207 Bit rate < 0.7 Bit rate > 0.9
214 Bit rate < 0.8 Bit rate > 1.1
203 Bit rate < 1.1 /
203 Bit rate < 1.5 /

5. Conclusion
A novel method for dimensionality reduction in time 
series for the purpose of analysis, prediction, data 
mining, storage and transmission over the network of 
this type of data has been proposed. The novel method 
is based on a PLA-block sorting combination. 
Although, the method is quite a general-purpose one-
dimensional time series data reduction technique, it is 
more efficient for quasi-periodic signals. Accordingly, 
it was implemented as a post-processing step for the 
DPA method in the specific case of the ECG signal, a 
highly quasi-periodic time series. Results of the 
enhanced DPA+ method confirm the substantial 
improvement of the compression ratio-distortion 
behavior with respect to that of the DPA method. 
Results grant the proposed LTRR compression 
technique a comfortable ranking amongst performant 
existing methods. We stress the important point that 
through this work, we proposed an alternate method to 
the entropy coding technique for long-term redundancy 
reduction. Note also that we used the Douglas-Peucker 
algorithm as a unified tool for the resolution of many 
time series problems in previous works [2-6].
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