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Image Segmentation Based on Watershed and Edge 
Detection Techniques
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Abstract: A combination of K-means, watershed segmentation method, and Difference In Strength (DIS) map was used to 
perform image segmentation and edge detection tasks. We obtained an initial segmentation based on K-means clustering 
technique.  Starting from this, we used two techniques; the first is watershed technique with new merging procedures based on 
mean intensity value to segment the image regions and to detect their boundaries.  The second is edge strength technique to 
obtain an accurate edge maps of our images without using watershed method. In this paper: We solved the problem of 
undesirable oversegmentation results produced by the watershed algorithm, when used directly with raw data images. Also, 
the edge maps we obtained have no broken lines on entire image and the final edge detection result is one closed boundary per 
actual region in the image. 
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1. Introduction

Any gray tone image can be considered as a 
topographic surface. If we flood this surface from its 
minima and, if we prevent the merging of the waters 
coming from different sources, we partition the image 
into two different sets: The catchment basins and the 
watershed lines. If we apply the watershed 
transformation to the image gradient, the catchment 
basins should theoretically correspond to the 
homogeneous gray level regions of this image. 
However, in practice, this transform produces an 
important over-segmentation due to noise or local 
irregularities in the gradient image.

To perform image segmentation and edge detection 
tasks, there are many methods that incorporate region-
growing and edge detection techniques. For example, it 
is applying edge detection techniques to obtain 
Difference In Strength (DIS) map. Then employ region 
growing techniques to work on the map as in [2, 10]. 
In [3], combining both special and intensity 
information in image segmentation approach based on 
multi-resolution edge detection, region selection and 
intensity threshold methods to detect white matter 
structure in brain. In [3, 6, 7, 9] adaptive clustering
algorithm and K-means clustering algorithm are 
generalizing to include spatial constraints and to 
account for local intensity variations in the image. The 
spatial constraints are included by the use of a Gibbs 
Random Field model (GRF). The local intensity 
variations are accounted for in an iterative procedure. 
In [8], Vincent introduced a fast and flexible algorithm 
for computing watersheds in digital gray scale images.

In this paper a combination of K-means clustering 
and Watershed techniques then region merging and 
edge detection procedures were used. The clustering 
method was applied to obtain an image of different 
intensity regions based on minimum distance to 
examine each pixel in the image and then to assign it to 
one of the image clusters. Then a watershed 
transformation technique worked on the gradient of 
that image was employed to reduce the 
oversegmentation of the watershed algorithm. But the 
result is oversegmentation image if we use the 
watershed algorithm with the gradient of raw data 
image without clustering method above.  To get rid 
oversegmentation, merging method based on mean 
gray values and edge strengths (T1, T2) were used. The
watershed algorithm can segment image into several 
homogeneous regions which have the same or similar 
gray levels. To perform meaningful segmentation of 
image, regions of different gray levels should be 
merged if the regions are from the same object. The 
watershed segmentation generates spatially 
homogeneous regions which are oversegmented. But 
the objective of this work is to obtain one closed 
boundary per actual region in the final segmentation 
results of the image under study.

2. K-Means Clustering Method 

1. The initial intensity mean value of each region in 
the image was defined according to the image 
histogram because the locations of peaks and 
valleys of a histogram indicate the clusters of 
similar-spectral pixels in an image.
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2. The goal of this method is to find a partition Sj of 
the data points that minimizes the sum of squared 
distance to the center of the cluster. At first, points 
were assigned at random into K sets Sj. Then each 
point was assigned to the set whose mean center is 
the closest. 

This was repeated until no point changes of set 
[6, 7].

3. At the kth  iterative step distribute the samples {x} 
among the K  cluster domains, using the relation

     x Sj (k)    if   || x- uj (k) || <   || x- uj (k) ||        (1)

for all i =1, 2, …, K, i  j,  where Sj (k) denotes the 
set of samples whose cluster center is  ui(k).

4. From the results of step 2, the new cluster centre 
(new average value) uj (k + 1), j = 1, 2, .., K, was 
computed so that the sum of the square distances 
from all pixels in Sj (k) to the new cluster center was 
minimized. In other words, the new cluster center uj

(k + 1) was computed so that the performance index  
Jj:
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is minimized. The uj (k + 1) which minimizes this 
performance index is  simply the sample mean of 
Sj (k). Therefore, the new cluster center is given by

        ,,..2,1,
1

)1(
)(





ksXj

j

J

Kjx
N

ku            (3)

                  

Where Nj is the number of samples or pixels in Sj

(k).  This was repeated until no point changes of set. 
And now:

5. If uj (k + 1) = uj (k) for j = 1, 2,…, K, the algorithm 
has converged and the procedure is terminated.  
Otherwise go to step 2.  In this method the average 
value of each group was initialized from image 
histogram then the labels of the pixels that belong to 
which group is initialized using gray levels 
difference between every pixel and the mean value 
of each group, then compared the results with 
minimum distance (denoted equal 255 gray levels).

The mean value of the group that have been calculated 
and the labeled values were updated. The output image 
has different intensity regions. Then the gradient 
values of this image were calculated using gradient 
operator as defined in equation (4).  

3. Watershed Segmentation Method

This method includes three main steps: 

1. Calculated gradient image values. 
2. Using watershed algorithm step.

3. Merging steps; as follows.

3.1. Gradient Calculations

In contrast to a classical area based segmentation, the 
watershed transform [8] was executed on the gradient 
image.  The gradient defined the first partial derivative
of an image and contains a measurement for the change 
of gray levels. The gradient values (G (x, y)) of the 
initial segmented image were obtained using firstly the 
approximation of the gradient operator [1] in x, y
directions (equation (4)) as two 3x3 masks. 

Ux (i, j) = (2 + 4c)-1{u (i + 1, j) - u (i - 1, j) + c [u (i +    
                 1, j + 1) - u (i - 1, j + 1) + u (i + 1, j - 1) -
               u (i - 1, j - 1)]}

Uy (i, j) = (2 + 4c)-1{u (i, j + 1) - u (i, j - 1) + c [u (i +   
                 1, j +1) - u (i + 1, j - 1) + u (i - 1, j+1) - u (i                   
                 - 1, j - 1)]}
                       

                   22),( yfxfyxG                  (4)

Where )22/()12( c . Then the gradient image 
values (G (x, y)) were calculated. The gradient values 
on the border of input image are the same as in the it’s 
inner pixels.  This gradient image values are useful to 
calculate edge strength values as in equation (6). See 
edge strength merging step in section 3.3.

3.2. Watershed Algorithm and Processing
Procedures

Because the regions in the image characterized by 
small variations in gray levels have small gradient 
values, Thus in practice, we often see watershed 
segmentation applied to gradient of an image, rather 
than to the image itself. The aim of the watershed 
transform is to search for regions of high intensity 
gradients (watersheds) that divide neighbored local 
minima (basins). For applying the watershed transform
an advanced, fast, and an accurate algorithm proposed 
by Vincent [8] was used. From this algorithm: A
marker image included zero marker values of 
watershed line pixels was obtained. Then in our work:

1. We used 3x3 mask to scan this marker image to find 
these  zero marker values,  turn  them  to  their  
intensity  values as in original image  and  compared  
these values with  their neighbor  pixels intensity  to 
assign them to one marker region.  We did that 
because discontinuity in the watershed pixels 
happened by using this algorithm. We deleted all 
watershed pixels (zero marker values) to obtain 
second marker image represents the markers of 
image regions only. 

2. At this point we calculated mean gray values of 
every region as in equation (5). The block diagram 
of our proposed method as shown in Figure 1.



106                                                        The International Arab Journal of Information Technology,   Vol. 3,   No. 2,   April 2006

3. To find adjacency relations of the regions in our 
image, to get rid of oversegmentation results and to 
do merging process (see next section), RAG was 
created same  as  seen  in  Figure 2-a  and  its  data  
structure was shown in Figure 2-c. 

4. Then to get edge pixels list, RAB was created and 
its data structure was shown in Figure 2-b, where 
edge strengths come from this data structure and 
there is one and only one edge between every two 
adjacent regions. In this procedure, for every two 
regions i, j, we calculated:

a. Edge pixel pointer.
b. Edge length (N).
c. Edge strengths. 
d. Next edge pointer for another two regions k, l [4]. 

Figure1. Block diagram of our proposed method.

In RAG data structure Figure 2-c, R1 is a head, and 
R2, R3, R5, R4 are chain connected with R1. In creating 
edge pixels RAB Figure 2-b, a pointer from every two 
adjacent regions  was used to assign the position of the 
current pixel  (i, j)  as an edge pixel and so on for other 
edge points positions (x1,  y1  to  xN,  yN) which 
represent the positions of the edge pixels (e. g., 
between regions Ri & Rj).  Also, another pointer was 
assigned for another edge pixels (if it exists) between 
other two regions, having relation between the two 
pointers. 

The edge strength between two different regions Ri, 
Rj comes from this data structure. After completing 
image scanning we got on RAG and edge pixels RAB 
for all regions in the entire image. The procedures 
above were done  by scanning the second marker 
image row by row manner where every pixel in the 
second marker image was scanned into two directions 
(x, y) as shown in Figure 2-d and as follows:

1. For i = 0 to row numbers, for j = 0 to column 
numbers, if k != m goto 2, else goto 1 // k represents 
the black pixel in the figure. 

2. Create RAG (i. e., R1 is a head, R2, R3, R5, R4 are 
chain connected with R1) & edge points list (current 
pixel i is an edge pixel). In the final of this 
procedure, RAG and edge pixels for our image were 
obtained. Then merging procedure (next section) 
based on mean value of each region and edge 
strengths (T1, T2).

(a) Segmented regions and adjacency graph.

Region i

Region j

The Position
pointer

The Edge pointer

points to the current
edge pixel (i, j) position

             points to the next edge header

(b) RAB data structure.
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c) RAG data structure correspond to (a).(
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(d) Scanning every pixel in the 2nd marker in (x, y) directions.

Figure 2. Shows RAG, RAB and their data structures.

3.3. Merging Procedures

The marker image was used to calculate the number of 
pixels of each region in that image (Ni) and then the 
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mean intensity value (  ) of each region (i), was 
calculated as follow:

          
i

iN
i N

iofensitypixelsorigion


)(int
)(          (5)

The original intensity values of these marker pixels 
of region i was obtained from the original input image 
because they have the same positions in the two 
images (e. g., input image and marker image). After we 
calculated the average mean value, RAG & RAB were 
created and calculated. Then merging procedure was 
started based on one of the two following criterions: 

1. Merge the pair of regions (Ri, Rj) if the difference of 
means value of the two regions is less than our 
tested threshold (T), where the T value was chosed 
experimentally to obtain good image segmentation. 
This step of merging is very useful to get rid over-
segmentation results produced by watershed 
algorithm especially when we used the gradient of 
raw data image directly with this algorithm instead 
of using the output of clustering method. The output 
segmented image has no oversegmentation result 
and the final edge detection results are one closed 
boundary per actual region in the image as shown in 
Figure 3-(c, d).

2. Edge Strength Merging Process: Two edge 
strengths gradient values (T1, T2) were used in one 
subroutine, T1 is less than T2. For example if we 
choose  T1 = 1 and if the Edge strength as in 
equation (6) is less than 1, we get merging  of every 
two adjacent regions because the watershed 
algorithm [8] we used based on immersion 
procedure and in this procedure it looks to the 
topographic surface.  It means we related intensity 
values as an altitude (height) and we got merging 
results by comparing the gradient values of the edge 
points (pixels) between the two regions and the 
region itself. If the points have low gradient values, 
that means the merging was done and the region 
becomes large. 

So; in this procedure it is very important and useful to
choose values of T1, T2 in our merging process. See the 
results in Figure 3.  

      
N

pGradient

strengthEdge Edgep

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           (6)

Where Gradient (p) represents edge points gradient 
values which come from the gradient image step (see 
block diagram in Figure 1) for all pixels (p) on the 
edge between every two regions, and N are the number 
of edge pixels.

(a) Original image of brain image (512x512).

(b) Seg. image into 6 regions by k-means method.

(c) Then segmented image with edges (region 
       map) by watershed algorithm.

(d) An accurate edge map after watershed & merge 
     process by mean value.

Figure 3. The results of K-means method, watershed algorithm, and 
merging techniques.

[cpu = 27.835s. [20.936 s for K-means. 6.229 s for 
watershed and merging. And 0.670 s for two edge 
strength].

4. Difference in Strength  Technique

The DIS for each pixel was calculated using equation 
(7) [10]. After processing all the input pixels, the DIS 
map was obtained. In DIS map, the larger the DIS 
value is, the more the pixel is likely located at the 
edge. At this step, a 3x3 window runs pixel by pixel on 
the input image. When the window runs over the 
bolder of the input image, pixels outside the bolder are 
given the gray level of the input nearest to it. The DIS 
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for the center pixel as in Figure 4, for example, was 
calculated as in equation (7) [10].
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Figure 4.  The DIS  detecting windows.

Examples of DIS maps are shown in Figure 5-b. 
One can expect that the values of DIS should be small 
in the smooth regions obtained by k-means. The 
greater DIS value represents that the pertaining pixel is 
on the area that changes severely in gray levels. With 
the DIS map one can check with the result of image 
segmentation based on K-means. It is clear that the 
DIS map consists of all edge information about the 
input image even on the smooth regions. 

Since the DIS of the smooth region is small (weak 
edge), one can use a threshold T to eliminate false 
edges and thus obtain larger regions.  In this case, the 
DIS map provides the complete edge (strong and 
weak) information about the image. By exploiting 
these information, one can accurately locate the 
contour of an object. Now to find the effect of DIS, we 
used multithreshoding edge detection; first we 
calculated DIS for each pixel in the image then we 
calculated the mean value of DIS for the whole image. 
From the mean value we thresholded our image by 
different % of mean DIS. The threshold for discarding 
weak edges is set to the mean of DIS as in Figure 5 (d
through g).

The threshold used for connected edges is set to the 
50% of mean DIS. So, using multi-threshold is 
important to eliminate false edges and thus obtain 
larger regions as in Figure 5 (d through g). The region 
map without threshold is shown in Figure 5-c. As we 
can see from the Figure 5 (d-g) compared with the 
Figure 5-c, the concept that an object should have a 
closed contour help us to eliminate redundant edge 
pixels and connect the broken contour by using multi-
threshold based on different values of mean DIS of the 
whole image under study. But if we take k-means and 
then DIS with 25% of mean DIS, we will get all the 
edges of our images as in the Figure 6 below and we 
don't need to use watershed technique.

(b)  DIS map of image (a).   (a)  Original image.  

(d) Threshold 25% of DIS mean.  (c)   Without threshold.

(f) T 100% of DIS.               (e) T 50% of DIS mean.  

(g) T 120% of DIS mean.

Figure  5. DIS map of image and multithreshoding of DIS mean
edge detection results.

5. Experiment and Results

The experimental results are shown in Figures (3, 5, 6).
Medical images as brain images are simple pattern 
images with the size of {156 x 156} and 256 gray 
levels images and other images to test our 
segmentation and edge detection methods. We 
obtained output images that consist of all edge 
information and regions about the input image.The 
region maps are shown in Figure3-c. As can be seen 
from the edge maps Figure 3-d, that there are no 
broken lines on the whole image regions. The output
image was displayed as an edge map as in Figure 3-d, 
Figure 5(e through g); and Figure 6-c.
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Z1 Z2 Z3

Z4 Z5
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(b) After K-means process.(a) Original image.

(c) Using threshold 25% of  mean DIS.

Figure 6. Edge map using K-means process and thresholding 5% of 
mean DIS.

6. Conclusion

In our proposed method, the segmentation regions and 
their boundaries were defined well and all of the 
boundaries are accurately located at the true edge as 
shown clearly from Figure3-(c, d), Figure 5-g, and 
Figure 6-c. And if we take k-means first and then DIS
with 25% of mean DIS, we will get all the edges of our 
images as shown in the Figure 6 above, so we don't 
need to use watershed technique.

Also, we concluded that using multi-threshold 
which is important to eliminate false edges and thus 
obtain larger regions, the DIS map consists of all edge 
information about the input image even on the smooth 
regions, and the combination of k-means, watershed 
segmentation method,  DIS map are good techniques to 
perform image segmentation and edge detection tasks, 
where the final segmentation results are one closed 
boundary per actual region of the image under study, 
and the two edge strengths gradient values (T1, T2), T1 

is less than T2, are very sensitive to get good results. 
Where the incorrect choice of these values gives us 
uncorrected image segmentation and edge detection 
results and this is a disadvantage. So we will develop 
this work in future with automatically determined the 
threshold values.

Finally, the disadvantages of these techniques 
depend mainly on k-means results, where if the 
clustering procedure is not implemented correctly, the 
results are incorrect by the other techniques we used. 
However, in this paper we solved the problem of 
undesirable oversegmentation results produced by the 
watershed algorithm, also the edge maps we obtained 
have no broken lines on entire image.
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