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1. Introduction
Machine Learning (ML) can be defined as the process 
which causes systems to improve with experience [22]. 
A computer program is said to “learn” from experience 
E with respect to some class of tasks T and 
performance P, if its performance at tasks in T, as 
measured by P, improves with experience E [14]. 
Interest in ML [7] increases due to the exponential 
growth of the amount of data and information due to 
the fast proliferation of the Internet, digital database 
systems and information systems. To automate the 
process of analyzing such huge data, ML becomes a 
crucial task. ML can provide techniques for analyzing, 
processing, granulation and extraction of the data [7, 
10]. Also in some area, ML can be used to generate 
“expert” rules for the available data, especially in 
medical and industrial domains, where there may be no 
experts available to analyze data [2, 7].   
ML can be either supervised or unsupervised [25]. 

In supervised learning, there is a specified set of 
classes and each example of the experience is labeled 
with the appropriate class. The goal is to generalize 
from the examples so as to identify to which class a 
new example should belong. This task is also called 
classification. In unsupervised learning, the goal is 
often to decide which examples should be grouped 
together, i. e., the learner has to figure out the classes 
on its own. This is usually called clustering. 

In this paper, we will be concerned with 
unsupervised learning. We have suggested a clustering 
based machine learning algorithm called Clustering 
Algorithm System (CAS). The CAS algorithm is tested 
to evaluate its performance and find fruitful results. 
We have presented some heuristics to facilitate 
machine-learning authors to boost up their research 
works. We have taken the InfoBase of the Ministry of 
Civil Services to analyze our CAS algorithm with other 
machine learning algorithms like UNIMEM, 
COBWEB and CLASSIT. The proposed algorithm 
combined advantages of two different approaches to 
machine learning. The first approach is learning from 
examples, CAS supports single and multiple 
inheritance and exceptions. CAS also avoids
probability assumptions which are well understood in 
concept formation. The second approach is learning by 
observation. CAS applies a set of operators that have 
proven to be effective in conceptual clustering. We 
have shown how CAS builds and searches through a 
clusters hierarchy to incorporate or characterize an 
object.
In this paper, section one presents a summary of 

relevant works. In section two, the proposed CAS 
algorithm will be described in detail. The ephemeral 
narration of the algorithm with its strong points will be 
introduced in section three. A comparison between the 
proposed algorithm with other relevant algorithms will 
be shown in section four. Finally, a conclusion will be 
drawn in section five.
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2. Relevant Work
Many machine learning algorithms can be found in the 
literature [12, 20, 22, 23, 26]. These algorithms are 
implemented using different approaches. They may be 
based on heuristic search [26], inductive logic 
programming, Bayesian approach [6], neural networks, 
and conceptual clustering [4, 22]. In this paper we are 
concerned with conceptual clustering algorithms. Some 
well known clustering based algorithms found in the 
literature includes UNIMUM, COBWEB, CLASSIT, 
CLASSWEB, CLUSTER/2 and WITT.
UNIMEM algorithm [20] is designed for 

experiments on acquisition and use of concepts for 
tasks such as natural language understanding. It 
organizes the knowledge from instances observed into 
a concept hierarchy. However, UNIMEM has some 
problems such as top nodes are updated regardless of 
whether they match the instance observed which leads 
to a bias toward concepts that are represented with a 
larger number of instances. Also, despite the fact that 
UNIMEM implements a form of forgetting, UNIMEM 
stores training instances and thus the hierarchy can 
become very large.
COBWEB algorithm [12] is designed based on 

work done in cognitive psychology. It also uses a 
predictive score and introduces three additional 
indicators to sort the instances observed through its 
concept hierarchy. In COBWEB, the processes of 
learning and classification are done in the same time 
and as the instance is sorted along the hierarchy nodes, 
the nodes themselves are updated. COBWEB also has 
better defined procedures to apply the learning 
operators. The nodes are updated based on category 
score. The problems with COBWEB are that 
COBWEB stores all instances observed and has 
tendency to over fit data.
CLASSIT algorithm [12] is an extension of 

COBWEB that handles both symbolic and numeric 
attributes. CLASSIT uses artificial domains that 
involved four separate classes, each differing in their 
values on four relevant numeric attributes. However, 
the domains varied in the number of irrelevant 
attributes-which have the same probability distribution 
independent of class-from zero to sixteen. All domains 
had small but definite amounts of attribute noise, and 
training instances were unclassified. The performance 
task involved predicting the numeric values of single 
relevant attributes omitted from test instances, and the 
dependent measure was the absolute error between the 
actual and predicted values. In CLASSIT, irrelevant 
knowledge could slow the learning rate of analytic 
learning approaches by producing misleading 
explanations or making derivations intractable. 
Techniques for selecting among competing 
explanations and selecting likely search paths could 
play a similar role to the evaluation function that 
CLASSIT uses to ignore irrelevant attributes.

CLASSWEB [20] is the combination of COBWEB 
(building concept hierarchies, symbolic) and CLASSIT 
(building concept hierarchies, numeric) and back 
propagation (sub-symbolic). 
In CLUSTER/2 [22] and WITT [26] the cost of 

incorporating a single object is significantly more than 
rebuilding a clustering tree for each new object using 
search-intensive methods that have a polynomial or 
exponential cost.

3. Proposed CAS Model
We have proposed a clustering based algorithm called 
CAS. In this section, the detailed description of CAS 
algorithm will be introduced. 

3.1. Employment and Visa Problems
In the state of Qatar, the Ministry of Civil Services is 
responsible for assigning jobs for Qatari and Non-
Qatari. The InfoBase of the Ministry of Civil Services 
is selected and used to test and compare our model and 
find interesting reports about appointment in 
government and private job for Qatari and non Qatari. 
Accordingly, visa is issued for a particular nationality 
for non Qatari. The data inserted in series of instances 
taken from samples of Ministry of Civil Services 
InfoBase. Instance has a person with feature supplied 
by nationality, for example, [Qatari, non Qatari] CAS 
consistently converges on the tree of Figure 1.

Figure 1. CAS top level clusters.

CAS organizes instances into a hierarchy of 
concepts based on likeness [17]. In sample data, the 
countries are classified or clustered with respect to the 
similarities based on their features. The algorithms by 
observation, incremental in growth of the concept 
hierarchy, handle a large set of input instances and are 
able to make inference about queries made to the 
system based on partial matching. When a new 
instance is supplied to algorithm then, it will try to 
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match the instance to the existing concept hierarchy 
otherwise, it creates a singleton class of its own.

3.2. CAS Operators 
CAS forms a clustering tree and its node (cluster) [17] 
contains frequency information that epitomizes objects 
within that cluster. CAS uses hill-climbing search to 
place in a most appropriate node in the tree for a given 
object. The hierarchal clusters space uses theses 
operators. 

1. Create new cluster.
2. Update an existing cluster with an object.
3. Fuse two clusters into one.
4. Divide cluster.

The create operators automatically allow to amend 
recently created cluster in the existing clustering 
depending on which clustering is preeminent with 
respect to the best estimated rules. If a new cluster is 
created, then system identifies this singleton cluster as
the object, otherwise object placed in the existing 
cluster in the opposite place. 
If a new object is added then update operators allow 

updating the existing cluster with the best estimate rule 
that consists of set of heuristics that update frequency 
distributions. If initial input objects are non-
representative of the entire population, then create and 
update operators can forms a hierarchies with poor 
predictive ability. To avoid this we use two other 
operators fuse and divide that allow the bi-directional 
movement within hierarchy.
The fuse operator combines two clusters into new 

one after combining their characteristics values 
frequencies of clusters being fused. The divide 
operator deletes a cluster on a level of n clusters and 
promotes the children of the deleted cluster so that the 
level now has n + m - 1 clusters, where m is the 
number of children of the deleted cluster. If the 
situation does not suit with the existing cluster then the 
divide operator may undo the effect of the fuse 
operator and vice versa. To place newly created cluster 
in appropriate place, CAS performs search in the 
cluster hierarchy using above four mentioned 
operators.

3.3. Formation of Hierarchy 
In this subsection, we will describe how the CAS 
forms the hierarchy and performs search in the cluster 
hierarchy. The process works by applying the 
following steps at each consecutive level of the 
hierarchy.

Step 1: An object, O, is presented to be clustered into 
the clusters hierarchy. The clustering hierarchy we 
have is either:

1.1. If consists of at least one level (i., e., the 
hierarchical structure has a root with at least two 
children). 
If the root can incorporate O, then 
update frequencies at the root and go to step 2, 
taking the root to be the current cluster,

Else
Go to 1.2 of step 1.

1.2. If consists of only one node, T, then the best 
estimate rule is applied to decide.
If whether T may incorporate O  then 
call update operator and terminate, 

Else
Create a new node G.
Where G is a generalization of T and O. The 
nodes T and O are inserted as children of G. 
At the end of this process we have a tree with 
G as its root and the process terminates.

1.3. If empty (i. e., O is the first object in the object 
set), in which case CAS creates a terminal node, T, 
corresponding to O, and the routine terminates.

Step 2: Among the children of the current cluster, 
identify the one (if any) that has the highest likelihood 
which is computed according to the best estimate rule. 
According to the best estimate rule, no child is 
identified if each child differs from O in at least one 
characteristic value. However, a human expert can 
override this result and base the estimates of likelihood 
only on the number of characteristic values that are 
common to O and the child. O is incorporated into the 
clustering based on one of the following:

2.1. If no child of the current cluster has been 
identified then
make O a child of the current cluster 
by applying the cluster creation operator,

Else
If current cluster is a terminal node (i. e., a   

micro-cluster) then  terminate occurs,
Else

Creation operator is applied, and in this case 
the system considers creation of possible new 
clusters created by generalization of each child 
and O, and selects the best of such candidate 
clusters by using the best estimate rule. From 
within the create operator, CAS now applies 
the fuse operator to each of these selected 
clusters and O, and terminates.

2.2. If a child of the cluster is identified as a best host 
cluster for O then
incorporate the object into the child by 
applying the update operator to update the 
values of the child that are present in O. 
After this update operation, CAS considers 
the possible deletion of the current cluster 
by applying the divide operator to the 
current cluster and its child. Whether or not 
division takes place, CAS treats the child as 
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the current cluster in a recursive call of Step 
2. By using this procedure, the system tends 
to converge on clustering hierarchy in which 
the high levels contain well separated 
clusters as a result of entropy maximization 
by the use of the best estimate rule. Further 
down towards the leaves, the clusters tend to 
overlap and to be more diffuse.

3.4. CAS  Data Structure
Representation of knowledge has been done in the 
form of the hierarchy and child parent concept. We 
have used the tree type data structure. 
We will show how CAS incorporates these to form its 
data structure. 
The CAS nodes are of three types:

• Cluster nodes (C), consists of set of all objects.
• Characteristic nodes (A), consists of characteristic 
applicable to a cluster and list of value nodes. 

• Value nodes (V), consists of an integer values and 
frequency.

Nodes consist of two types of links.

• Inter-cluster links:

a. Aggregation Link (RL) is top to bottom link.
b. Characterization Link (IL) is bottom to top link.

• Intra-cluster links:

a. Characteristic Link (AL) cluster links with 
characteristic node. 

b. Value Links (VL), characteristic node links with 
its value node.

Cluster nodes generally consist of the following 
information:

• Number of objects, a numeric integer value.
• Object sets, a set of theoretic representation of 
objects.

• Characterization Links (IL).
• Aggregation Links (RL).
• Characteristics nodes (A).
• Value node (V).
• Characteristic Links (AL).
• Value Links (VL).

A characteristic node contains the following 
information shown in Figure 2.

Characteristic Ai
Value nodes list
Frequency

Address of next characteristic 

Figure 2. Characteristic node.

And value node contains the following information 
shown in Figure 3.

Value Vi
Frequency

Address of next value

Figure 3. Value node.

     Figure 4. Cluster node.

Since characterization is the dual of aggregation 
therefore RL links are top down links while IL links 
are bottom-up links. If cluster E is a parent of cluster F 
in the clusters structure, then there is a bottom up link 
IL from cluster F to cluster E and a top down link RL 
from cluster E to cluster F.
If characteristic node Am is attached to cluster Cm, 

then Ai must have at least one value node attached,
otherwise, node Am is detached and Ai becomes a non-
local characteristic of cluster Cm. After the 
characteristic Am has been detached, Am becomes a 
default characteristic, which is still applicable to 
cluster Cm through the inheritance mechanism. In this 
situation, the inheritance mechanism preserves 
characteristic and its value.

3.5. Characterization
Characterization is the conceptual description of a 
cluster on its characteristics. We say that a 
characteristic of a cluster is local to that cluster if it is 
not inherited from an ancestral cluster. On the other 
hand, a characteristic that is inherited from an ancestral 
cluster is said to be non-local to the cluster.
In our work on conceptual clustering, the task of 

characterization involves not only determination of 
local characteristics of the cluster, but also involves a 
determination of non-local characteristics that apply to 
the cluster through a referencing mechanism.
We introduce referencing (inheritance) in 

characterization whereby the clustering system infers 
characteristics of a cluster from characteristics of its 
ancestors. In practice a cluster must have a reference to 
where non-local characteristics are to be found. For 
instance, if the system knows that “every non-Qatari 
has proper visa” then given “Egyptian is a non-
Qatari” it may infer that “Egyptian has visa”. 
Reasoning such as this is called default reasoning. If 
local characteristics are not available, then our system 
searches for characteristics attached to clusters that lie 
above in the clusters structure.
Let C be any cluster, which may be ontological or 

simple. If value V of characteristic A is a local 
characteristic value of one of C’s ancestor clusters but 
not of C itself, then we say that cluster C inherits the 
value V of characteristic A. On the other hand, if a 
cluster C inherits the value V of a non-local 
characteristic A, where A is local to more than one of 

VLCluster C
no. of objects
objects sets

Characteristic
node A

Value 
node V

AL



The Evaluation and Comparative Study with a New Clustered Based Machine Learning Algorithm 277

C’s ancestors and there are references to all C’s 
ancestors, then we say that we have a multiple 
referencing case in which cluster C has multiple 
references to value V of characteristic A.
The advantage of using the referencing mechanism 

is that in effect it provides a virtual copy of the 
description of a cluster so that there is no need to make 
an actual copy as in [5, 9]. Having a virtual copy 
reduces the memory requirement quite considerably 
compared with clustering systems, which always make 
an actual copy of the description for each cluster. 
Furthermore, if the multiple referencing mechanism 
places an object into more than one cluster, then these 
clusters overlap (i. e., they do not form disjoint 
partitions over the objects). In cluster analysis [1, 8], 
this phenomenon is called clumping. An advantage of 
having multiple referencing is that overlapping clusters 
may describe the data more accurately than disjoint 
clustering. Moreover, clumping introduces flexibility 
into the search for useful clusters [19, 20].
       An unusual feature of the present work is that the 
memory requirement is considered as part of the 
conceptual clustering problem. This was motivated by 
finding experimentally that existing cluster analysis 
systems soon run out of memory, after processing only 
a few hundred objects.

3.6. Aggregation
Aggregation is the problem of distinguishing subsets of 
an initial object set. In other words, aggregation is the 
formation of set of classes, each defined as an 
extensionally enumerated set of objects. For the 
aggregation problem, an object is a description 
consisting of a set of characteristic value pairs, and the 
task is to find a cluster that best matches this 
description. Aggregation can be regarded as a general 
form of pattern matching in which the set of patterns to 
which an input pattern is to be matched are organized 
in a hierarchy. Matching an input pattern A with a 
target pattern Aj involves matching characteristics that 
appear in A with characteristics local to Aj as well as to 
characteristics that Aj refers to amongst its ancestors.

3.7. Time  and Space Complexity
The strategy by which CAS finds a solution is by 
viewing characterization and aggregation as two 
separate but interconnected processes. In each process, 
CAS searches for a solution in a single direction, 
which is top to bottom in aggregation, or bottom to top 
in characterization. The direction of search is 
determined by the partial ordering. If during 
aggregation the system is unable to find a characteristic 
value, then it has to suspend the aggregation process 
whilst it tries to estimate the unknown characteristic 
value by activating a characterization process. This 
involves a search that is guaranteed to terminate by 

Well-Formedness Rule (WFR) [17]. Once the value of 
a characteristic has been found, then aggregation is 
reactivated, and proceeds away from the root cluster 
until the object has been dealt with as explained 
previously.
Because characterization search is bound to 

terminate, and because the aggregation process is a 
one-way trip through the hierarchy in a direction away 
from the root, there is no possibility that the entire 
process will become trapped in an infinite loop of 
fruitless repetition. Indeed the total time for 
incorporating a new object into the clusters hierarchy is 
proportional to the depth of this hierarchy.
If we assume that c is the average branching factor 

of the tree and that N is the number of objects already 
classified, then an approximation for the average depth 
of a leaf is (logC N). Furthermore, let A be the number 
of defining characteristics and V be the average 
number of values per characteristics. 
In the clustering process, comparing an object and a 

current cluster, appropriate frequencies are 
incremented and the entire set of children of the 
current cluster are evaluated by best estimate rule. The 
cost depends linearly on A, V and c, so we can say that 
the process has complexity O (c A V). This process has 
to be repeated for each of the c children. Hence, 
comparing an object to a set of siblings requires O (c2
A V) time, in general, clustering proceeds to a leaf, the 
approximate depth of which is (logc N). Therefore, the 
total number of companions necessary to incorporate 
an object is approximately O (c2 logc N A V).
The branching factor is not bounded by a constant 

as in CLUSTER/2 algorithm, but it is dependent on 
regularity of the environment. In practice the branching 
factor of trees generated by CAS varies between two to 
six. This range agrees with the intuition [22] that most 
good clustering trees have small branching factors, and 
lends support to bounding the branching factor in their 
system. By any means the cost of incorporating a 
single object in CAS is significantly less than 
rebuilding a clustering tree for each new object using 
search-intensive methods that have a polynomial or 
exponential cost, as in WITT [15] or CLUSTER/2 
[21].
We represent clusters C in n-dimensions space 

where n is the number of characteristics. Each 
dimension of the space corresponds to an applicable 
characteristic and the marginal correspond to F (C [A,
V]), which is the number of objects in the sub-cluster 
Cv of the clusters set C having the value V for 
characteristic A. The extent of a dimension is given by 
the number of distinct values of the characteristic. The 
points in the space denote the number of objects in the 
cluster that have the appropriate combination of 
characteristics values. In the two dimensional space, if 
two characteristics A1 and A2 are applicable to some 
cluster C. Furthermore, the system knows all the F (C
[A1, Vi])s and F (C [A2,Vj])s where the V i and V j are 
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the values of the characteristics A1 and A2 respectively. 
Looking into this procedure, the values of F (C [A1, 
Vi][A2, Vj])s will be estimated by the system itself. 
We can calculate eij like below:

Ri = F (C [A1, V i])
Cj = F (C [A2, V j])
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We can recast our problem as follows: Consider a 
distribution of N district objects onto a two 
dimensional space of clusters in a manner consistent 
with the constraints imposed by available information. 
We interpret eij as the specification of the number of 
objects placed in the ijth cluster. In terms of this formal 
definition, the number and identity configurations are 
interpreted as follows: The count configuration 
specifies the number of objects placed in each cluster 
(i. e., points) in the clusters space (i. e., Cartesian
product space); the identity configuration is the 
complete result of such distribution including the 
identity of the objects in each cluster.
The feasible identity configurations are only those, 

which satisfy the constraints imposed by row and 
column sums. As explained previously, these 
configurations are equally likely with respect to the 
system’s knowledge. Following the principle of 
insufficient reason, the only rational assumption is that 
all feasible identity configurations are equally 
probable. We have seen the most probable count 
configuration will be supported by the greatest number 
of feasible identity configurations.
This problem is an example of constraints 
maximization problem and can be solved using the 
technique of Lagrange multipliers. We have seen that 
solution given by

( )
N

jxCiR
ijemjni ===∀ ..1,..1

satisfies the condition of maximality.

 That is, if we consider all possible ways of 
distributing n district objects into a 2-dimensional 
space of clusters, subject to the constraint imposed by 
row and column sums Ri’s and Cj’s, then the 
distribution of objects wherein each point eij contains 
Ri x Cj / N objects will occur more often than any other 
distribution. The clusters space for Qatari and 
expatriate population cluster with respect to 
employment and gender of person is shown in Figure
5. Here one unit equal to 6 thousands persons. 

Qatari
Row Sum
N = 100FemaleMale

60??Gove. Job
40??Priva Job
1002080Col Sum N = 100

Non Qatari
Row Sum
N = 600FemaleMale

240??Gove. Job
320??Priva Job
600120480Col Sum N = 600

Figure 5. Matrix representation of clusters.

The solution implies that if we consider all possible 
ways of assigning employment and gender to 100 
Qatari units and 600 non-Qatari units while honoring 
the constraints that 48 Qatari are govt. job while 32 are 
private job, 80 Qatari are male while 20 are female, 
240 non-Qatari are govt. job while 360 are private job, 
and 480 are male while 120 are female, then the 
distribution of Qatari and non Qatari in Figure 6 will 
occur more often than any other distribution.

Qatari
Row Sum
N = 100FemaleMale

601248Gove. Job
40832Priva Job
1002080Col Sum N = 100

Non Q atari
Row Sum
N = 600FemaleMale

24048192Gove. Job
36072288Priva Job
600120480Col Sum N = 600

Figure 6. Distribution of objects.

Thus, a rational system would decide that on the 
basis of the available information, the most probable 
distribution of Qatari and non Qatari is as given in 
Figure 6. Consequently, the system will identify a 
female and private job sample to be a member of the 
cluster non Qatari as most probably there are 72 non 
Qatari that meet this description as against only 8 
Qatari. Where a male and govt. job will be member of 
cluster non Qatari 192 units meets with 48 Qatari 
millions. So, visa will be issued to 192 units male 
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expatriates for the govt. jobs and 288 units private jobs 
or businessmen. 
The best estimate rule can be extended to higher 

dimensions and general form of the solution will be

( )
N

jxCiR
ije =

In terms of the representation language, this rule 
will be based on the knowledge of number of objects 
having value Vn for characteristic An, then the best 
estimate of the number of objects having value Vn for 
characteristic An is given by

N x 
N

ViAiFn

i

),(

1=
∏

The approach we used to compute the best estimate 
rule is the maximum entropy approach that is 
equivalent to the basic probabilistic approach. Under 
the maximum entropy approach, each piece of 
information is considered as a constraint. These 
constraints are used to determine the most probable 
count configuration of the domain, and all unknown 
probabilities are computed with reference to this count 
configuration. 

4. Ephemeral Narration of Algorithm
The Clustering Algorithm System (CAS) is rooted on 
evidential reasoning utilizing the assumption of 
reasonableness. Evidential clustering property matches 
an instance to a concept after looking almost 
conceivable concept from the set of discretion. The 
amount of reasonableness of mapping an instance to a 
concept is estimated with respect to the knowledge 
stored in the concept hierarchy. The evidential 
information is represented in the form of relative 
frequencies in the representation language of the 
system. Clustering hierarchy is built incrementally, 
with each cluster node containing frequency 
information that maps an instance to that cluster. The 
representation language takes into account the current 
ignorance while incorporating an instance into the 
cluster. Since it is based on evidential reasoning it is 
theoretically stronger than COBWEB and CLASSIT in 
terms of its representation of ignorance [17]. It 
combines a number of different paradigms such as 
constraint satisfaction, evidential reasoning, and 
inference maximization and entropy maximization. 
Combination of evidence is based on best estimate rule 
using the notion of maximum entropy [24].
CAS resolves the problems of multiple inheritance 

and exceptions. Exceptions is a property wherein a 
feature may hold true for most instances of a concept, 
but may not hold for instances of the concept's sub-
generalization. Using the inheritance property of the 
cluster hierarchy, we infer features of a concept based 
on the features of its ancestors. In some domains, the 

clustering problem would result more naturally into 
multiple hierarchies in which a concept may have more 
than one parent, each belonging to different 
hierarchies. The concept inherits the features of both 
parents. This may lead to conflicting information if the 
features of the parents of a concept node contradict. 
It is similar to COBWEB and CLASSIT in that it 

uses a similar hill-climbing search through the 
hierarchy in mapping an instance to a cluster. It uses 
the same four clustering operators with the only 
difference of cluster evaluation function. CAS update 
operation is based on a set of heuristics that update the 
frequency distribution. Upon reaching the most likely 
incorporating cluster, CAS uses the best clustering 
estimate rule to select one of the four operators.  
Maximum entropy is used to compute the best estimate 
rule [24]. This is equivalent to the basic probabilistic 
approach. With maximum entropy, each instance is 
considered as a constraint. These constraints are used 
to determine the most probable clustering 
configuration of the domain. All unknown probabilities 
are computed with reference to this configuration. 
Maximum Entropy formulates a precise way of 
estimating unknown probabilities. Unlike COBWEB 
and CLASSIT, which update probabilities and standard 
deviation respectively, CAS updates the frequencies.

5. Comparative Results 
5.1. Accomplishment Consequence
The four algorithms, UNIMEM, COBWEB, CLASSIT 
and CAS, were implemented and tested using the Civil 
Service Department InfoBase mentioned in section 
(2.1). These algorithms build a concept hierarchy with 
their knowledge representation based on the inputs that 
arrive. Each concept is a node with a combination of 2 
lists, one list maintains the list of visa of instances, 
which are added to the concept, and the other list 
maintains the list of features. An instance contains a set 
of features, and each feature is a representation of 
attribute and its value.

instance = [set of features]
feature[attribute, value]

At each node UNIMEM records feature confidence 
values. In the COBWEB, cluster is modified upon 
conditional probability. The conditional probabilities 
of each feature attribute stored in a concept is 
calculated based on the count of number instances 
stored under the node possessing that attribute value, 
and the total number of instances stored under the 
node. CLASSIT uses mean and standard deviations of 
the feature and real values. Our suggested algorithm is 
based on the conceptual clustering [4, 11, 17]. CAS 
models associates relative frequencies with evidential 
information and solves the problems of multiple 
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inheritance and exceptions. It avoids probability 
assumptions that do not adequately reflect ignorance.

5.2. Assessment Criteria
The algorithms, which we have evaluated, differ in 
terms of mechanism of search, storage and retrieval of 
knowledge from hierarchy with the complexity of 
algorithm. We have used certain criteria to evaluate the 
three different machine learning algorithms with our 
CAS algorithms [13, 20, 19, 16]:

• Overlapping concepts: A concept can have more 
than one instance. 

• Multiple inheritances.
• Knowledge representation in the concept 
hierarchy.

• Including bi-directional operators that reverse 
the effects of learning if the new instance 
suggests the need, i. e., including operators in 
the machine learning algorithms for not only 
creating new concepts but also for deleting a 
concept if the new instances suggests the need. 
This is equivalent to hill climbing with the 
effect of backtracking. This leads to better
performance and efficiency.

• Classification scheme: Which branch will be 
allocated for a new instance? Which place will 
be allocated either leaf or middle of hierarchy? 
Then what will be the performance of the 
hierarchy?

5.3. Comparative Summary
The algorithms learn incrementally through 
observation of positive instances and also handle as 
well as update large input as a new instance arrives and 
are capable of learning multiple concepts. They 
generate a hierarchy of instances with set of attribute 
value pairs by different methods using conceptual 
clustering. Like rule of class and sub class in the 
hierarchy, higher node represents more general 
concepts whereas lower nodes represent sub-
generalizations of the higher-level nodes. It means that 
the children have more specific concepts than parent 
node. In CLASSIT system we find that concepts lower 
in the hierarchy have attributes with lower standard 
deviations.
In our suggested algorithms CAS and in COBWEB 

the new instance input to the system are stored only at 
the terminal nodes of the concept hierarchy. This 
works healthy in noiseless, token domains, but it tends
to overfill the data in noisy or numeric domains for 
which concept pruning is required. The performance 
decreases in noisy domain because the system puts 
together thoroughgoing decision trees. To repossess 
from non-optimal hierarchy structure, the algorithm 
provides two additional operators, node merging and 
node splitting. 

As a new instance arrives, it stores in hierarchy but 
in CLASSIT and UNIMEM it need not be a terminal 
node as CAS and COBWEB do. UNIMEM is able to 
prune or unlearn a concept if the new instances suggest 
the need to do so; i. e., it is able to delete an overly 
specific concept. CLASSIT does not retain every 
instance input to the system. Such pruning, by 
forgetting certain instances, leads to better 
performance and efficiency.
All algorithms except UNIMEM use a function or 

estimate rule to place a new instance in hierarchy 
whereas UNIMEM uses depth first strategy. Search in 
all algorithms is better as compared with UNIMEM but 
to place a new instance is time consuming. Also 
UNIMEM behaves in an unpredicted manner as 
hierarchy grows or shrinks.
A comparison among the suggested algorithm and 

other relevant algorithms is conducted and summary of
the main strong points of our algorithm as compared 
with other algorithm is shown in Table 1.

Table 1. Summary of the main strong points of CAS algorithm as 
compared with others.  

S. No Characteristics UNIMEM COBWEB CLASSIT CAS

1 Concept 
Description

Terminal and 
non-terminal  

node

Terminal  
node

Terminal 
and non-
terminal 
node

Terminal 
node

2 Attribute Value

Numeric 
nominal 
single and 
multi values 

sets

Any 
nominal 
single 
valued

Real value Nominal 
single values

3
Instances 
Handling with 
Missing Values

Yes Yes Yes Yes

4 Overlapping 
Concept Yes No No Yes

5 Hill Climbing 
Search Yes Yes Yes Yes

6 Concept Deletion

Delete an 
overlay 
specific 
concepts

No No No

7
Concept of 
Maximum 
Entropy

No No No Yes

8 Sensitivity to the 
Order of Input Yes

Merging & Splitting 
operators used recovers 

sensitivity

Fuse & 
Other 

operators 
used

9 Multiple 
Inheritance No No No Yes

10 Exception 
Handling Yes No No Yes

11 Prediction Ability No Yes Yes Yes

12 Ignorance
Representation No No No Yes

13 Overlapping 
Domain Yes No Yes No

6. Conclusion
The CAS model associates relative frequencies with 
evidential information and solves the problems of 
multiple inheritance and exceptions. It avoids 
probability assumptions that do not adequately reflect 



The Evaluation and Comparative Study with a New Clustered Based Machine Learning Algorithm 281

ignorance. CAS has the following advantages over 
other machine learning algorithms:

1. It is stronger than COBWEB and CLASSIT 
machine learning algorithms in terms of its 
representation of ignorance. 

2. It combines a number of different paradigms such as 
constraint satisfaction, evidential reasoning, and 
inference maximization and entropy maximization. 
Combination of evidence is based on best estimate 
rule using the notion of maximum entropy.
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