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Abstract: Distributed Denial of Service (DDoS) attackers make a service unavailable for intended users. Attackers use IP 

spoofing as a weapon to disguise their identity. The spoofed traffic follows the same principles as normal traffic, so detection 

and filtering is very essential. Hop Count Filtering (HCF) scheme identifies packet whose source IP address is spoofed. The  

information  about  a  source  IP  address  and  its  corresponding  hops  from  a  server (victim) recorded in a table at the 

victim. The incoming packet is checked against this table for authenticity. The design of IP2HC table reduces the amount of 

storage space by IP address clustering. The proposed work filters majority of the spoofed traffic by Hop Count Filter-Support 

Vector Machine (HCF-SVM) algorithm on the network layer. DDoS attackers using genuine IP is subjected to traffic limit at 

the application layer. The two layer defense approach protects legitimate traffic from being denied, thereby mitigating DDoS 

effectively. HCF-SVM model yields 98.99% accuracy with reduced False Positive (FP) rate and the rate limiter punishes the 

aggressive flows and provides sufficient bandwidth for legitimate users without any denial of service. The implementation of 

the proposed work is carried out on an experimental testbed. 
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1. Introduction 

Distributed Denial of Service (DDoS) attacks remain a 
serious threat to the reliability of the internet. It takes 
advantage of internet protocols and the fundamental 
benefits of the internet delivering data packets from 
nearly any source to any destination. Huge volumes of 
packets overwhelm network devices as well as servers, 
or the packets are deliberately incomplete to rapidly 
consume server resources. Many of these attacks also 
use spoofed source IP addresses, thereby eluding 
source identification. The two most basic types of 
DDoS attacks are: Bandwidth attacks, application 
attacks. Bandwidth attacks consume resources such as 
network bandwidth or equipment by overwhelming 
with a high volume of packets [23]. Targeted routers, 
servers and firewalls can be rendered unavailable to 
process valid transactions and can fail under the load. 
Adaptive Drop Tail Fuzzy Logic (ADT-FL) [6, 28] 
regulates the queue size of the router buffers based on 
the prevailing network traffic during congestion.  

Congestion occurs not only due to the increased 
traffic load and users; but also because of the bogus 
traffic sent by DDoS attackers. The available 
bandwidth at the bottleneck link completely utilized by 
the attack traffic drops the legitimate packets. The 
most common form of bandwidth attack is a packet 
flooding attack in which a large number of seemingly 
legitimate TCP, User Datagram Protocol (UDP) or 
Internet Control Message Protocol (ICMP) packets are 
directed to a specific destination [23]. To make 
detection even more difficult, such attacks might also, 
spoof the source address to prevent identification. 

Application attacks use the expected behavior of 
protocols such as TCP and HTTP to the attacker’s 
advantage by tying up computational resources that 
prevents from processing transactions or requests. Any 
computer in the network can be easily compromised by 
DDoS attacks without the knowledge of being 
attacked. Sophisticated and automated DDoS attack 
tools like Trinoo, TFN, TFN2K, Mstream, 
Stacheldraht, Shaft, Trinity and Knight [2, 5, 7, 8, 9, 
10, 11, 15] etc., available in the internet do not require 
technical knowledge to launch a high rate flooding [14] 
attack. Popular DDoS attack tools and existing 
traceback mechanisms in a collaborative environment 
[21] and their security measures are analyzed in this 
paper. The victims are surprisingly government 
agencies, financial corporations, defense agencies and 
military departments. Popular websites like facebook, 
twitter, wikileaks, paypal and ebay become DDoS 
victims that interrupted the normal operation leading to 
financial loss, service degradation and lack of 
availability [1, 25].  

DDoS detection is difficult to predict as illegitimate 
packets are identical to legitimate packets. DDoS 
countermeasures are broadly classified as DDoS 
prevention and DDoS mitigation. Prevention systems 
filter out all malicious traffic that is not supported by 
the service or when vulnerable data matches a known 
signature in a stored bug-database. Mitigating systems 
repel when an attack takes place. Such systems cause 
depletion by limiting outgoing bandwidth, dropping 
requests that do not match predefined regular 
expressions or by matching threat signatures in a 
database. Impact analysis of recent DDoS attacks [1, 



318                                                        The International Arab Journal of Information Technology, Vol. 12, No. 4, July 2015 

20] gives an overview, including major factors for 
causing DDoS attacks and enumerating DDoS 
incidents in the past. Attack sizes keep increasing year 
after year and there is no comprehensive solution to 
defend it successfully. DDoS still remains a powerful 
threat and a global solution to weed out the attacker 
completely is a challenging task in the field of 
information security. 

 

2. Related Work 

DDoS attacks are emerging nowadays with matured 

attack tools [18] in the Internet. Inspite of various 

detection and defense algorithms [4, 18], DDoS attacks 

still remains horrendous. These attacks evolve within 

fraction of seconds with bogus packets making them 

extremely difficult to combat or trace back the source. 

Attackers may also use IP spoofing to conceal their 

identity by making the traceback of DDoS attacks even 

more complex. Packet filtering technique is one of the 

methods on lessening the effects of DDoS attacks 

executed on IP routers. To detect and discard spoofed 

traffic, various filtering mechanisms are available. 

Network ingress filtering [13] limits source IP address 

spoofing. This algorithm removes outgoing traffic that 

spoofs addresses outside the deploying network’s 

address range thereby preventing random spoofing. 

The main drawback in this filtering scheme is every 

ISP should be alerted to implement this scheme. 

Processing overhead and additional router 

configuration makes this filtering scheme impossible to 

deploy widely in ISP’s.  
Route-Based Filtering (RBF) [24] is an effective 

spoofing defense algorithm when deployed at a vertex 
cover of the autonomous system. The algorithm when 
deployed at the router keeps an incoming table, which 
links each source IP address with the expected 
incoming interface. The packets that match the 
particular interface are accepted whereas packets that 
arrive on unexpected interface are dropped as spoofed. 
Any packet with the source address and the destination 
address that appear in a router is discarded if it doesn’t 
exist in the path. The RBF algorithm fails to explain 
the construction and maintenance of tables during 
change in routing infrastructure. Inter Domain Packet 
Filtering (IDPF) [12] are built from the information 
implicit in Border Gateway Protocol (BGP) and is 
deployed in network border routers. Compared to RBF 
algorithm, it filters only specific spoofed traffic, 
because they mark multiple incoming interfaces as 
expected and cannot detect the interface that is used by 
a source. This algorithm lacks handling subnet 
spoofing address. Packet marking [22, 35] is based on 
routers in which a fingerprint is established for an 
attack packet by the cooperation among the routers 
which are located on the attack path. The victim 
examines the fingerprints with the source IP address 
and then identifies the spoofed packets. Peng et al. [26] 
proposed a packet-filtering scheme on historical packet 
information. This method is applied on ingress routers. 

Packet marking and filtering is proposed in the Stack 
Pi [35] algorithm. This algorithm eliminates the 
marking holes generated by legacy routers and 
includes the markings from single legacy routers 
immediately following Pi-enabled routers in a path. 
When the packet arrives at its destination, its mark 
consists of stacked labels placed by markers that have 
forwarded this packet and can be used as path 
identifier. Incoming packets associated with the marks 
stored with the source address are accepted when exact 
match is found. Packets with incorrect marks are 
considered as spoofed one and it is discarded. 
However, to improve the functionality of this 
algorithm, it is important to place the markers to 
maximize the distinctiveness between sources. The 
historical record is used to decide whether to admit or 
deny an incoming packet. These filtering methods have 
a number of drawbacks that limit their application in 
DDoS defense. It needs the cooperation of all the 
routers on the attack path, which is obviously hard to 
be fulfilled on the internet. To summarize, all the 
related work described above lacks in practical 
deployment, real time applications and require 
compulsory collaboration with the ISP’s.  

The proposed methodology incorporates Hop Count 
Filter-Support Vector Machine (HCF-SVM) model at 
the victim that requires no co-operation from the 
routers in the attack path and without third party 
involvement. In addition, the detection and mitigation 
is carried out on a realistic (real time) experimental 
testbed. In this paper, a DDoS mitigation technique is 
proposed which is a two layer approach using network-
based packet filtering and application layer based 
bandwidth rate limiting to detect and filter high-rate 
traffic flows with spoofed IPs.  

 

3. Work Model 

Our principal methodology is to construct a table based 

on the source IP addresses and the relevant hops from 

the server in normal condition. During the period of 

DDoS attack, the attacking packets with random 

spoofing would be filtered for their source IP 

addresses. A Time-To-Live (TTL) based HCF scheme 

[27] is being extended with machine learning 

algorithm and the experimental results are carried out 

in DDoS testbed. The efficiency and accuracy of the 

proposed work is improved using machine learning 

technique. By clustering the address prefixes, the 

amount of storage space is reduced. Further, the 

improvement in the network performance metrics is 

also shown graphically. HCF-SVM method is 

deployed at victim without the assistance of routers, 

and is convenient to put into practice. The attackers 

using genuine IP addresses are subjected to traffic limit 

[34] at the application layer. The existing HCF 

mechanism [17] is applied at the network layer where 

spoofed traffic is classified from normal using SVM 

and traffic limit at the application layer as shown in 

Figure 1. 
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Figure 1. Block diagram of the proposed work. 

3.1. HCF Algorithm 

Based on the TTL field of the IP header hop count is 
computed. TTL is an 8 bit field in the IP header, 
originally introduced to specify the maximum lifetime 
of IP packets in the Internet. During transmission, each 
intermediate router decrements the TTL value of an IP 
packet by one before forwarding it to the next-hop 
router. The final TTL value when a packet reaches its 
destination is therefore, the initial TTL subtracted by 
the number of intermediate hops. The challenge in hop 
count computation is that a destination only sees the 
final TTL. Since, the OS for a given IP address may 
change at any time, a single static initial TTL value for 
each IP address cannot be assumed.  

Fortunately, most modern OSs uses only a few 

selected initial TTL values 30, 32, 60, 64, 128 and 255 

according to [33]. This set of initial TTL values cover 

most of the popular OS, such as Microsoft Windows, 

Linux, variants of BSD and many commercial Unix 

systems. The hop count inspection algorithm [17] as 

shown in Algorithm 1. Extracts the source IP address 

and the final TTL value from each IP packet. The 

algorithm infers the initial TTL value and subtracts it 

from the final TTL value to obtain the hop count. 

Then, the source IP address serves as the index into the 

table to retrieve the correct hop count for this IP 

address. If the computed hop count matches the stored 

hop count, the packet will be “authenticated” 

otherwise, the packet is classified as “spoofed”.  

Algorithm 1: HCF algorithm  

for each incoming packet 

       Extract the final TTL Tf and Source IP S;  

       Infer the initial TTL Ti; 

      Calculate the hop count Hc = Tf – Ti; 

      Index S to get the stored hop count Hs; 

      If (Hc=Hs) 

         Packet is legitimate; 

     else 

         Packet is spoofed; 

3.2. IP2HC Mapping Table 

HCF removes spoofed traffic with an accurate 
mapping between IP addresses and hop counts. Our 
objectives in building an IP2HC mapping table are: 
Accurate and up-to-date IP2HC mapping, moderate 
storage requirement. By clustering address prefixes 
based on hop counts, an accurate IP2HC mapping table 

is built and it maximizes HCF’s effectiveness without 
storing the hop count for each IP address. According to 
the first 24 bits of IP addresses, the hosts are grouped 
and it is a common aggregation method. The hosts 
whose network prefixes are longer than 24 bits, may 
reside in different physical networks in spite of having 
the same first 24 bits. Thus, these hosts are not 
necessarily co-located and have identical hop counts. 
IP addresses are further divided within each 24 bit 
prefix into smaller clusters based on hop counts as 
shown in Figure 2.   

               
Figure 2. Aggregation with hop count clustering. 

To understand whether this refined clustering 
improves  HCF  over  the  simple  24 bit  aggregation 
[3], the  filtering  accuracies  of HCF  tables   under 
both aggregations, the simple 24 bit aggregation 
(without hop count clustering) and the 24 bit 
aggregation (with hop count clustering) are compared. 
IPv4  addresses  are  32 bit  n signed  integers and 
frequently  represented  as  four  “dotted-quad” octets 
(A. B. C. D). IP routing and address assignment use the 
notion of a prefix. The bit-wise and between a prefix 
‘p’ and a net mask ‘m’ denotes the network portion of 
the address. The common notation p/m is the set 
containing b-bit IP addresses as in Equation 1 inclusive 
of: 

                                     p / m= [p, p + 2 b-m – 1] 

Thus, p/m contains 2
32-m 

addresses. Define split ‘s’ as 

inducing 2
s

 partitions, pj as in Equation 2 on p/m [3]. Then, 

for j=0, ..., 2 
s
-1. 

                                   pj =p + j2 32 _ (m+s)
/(m + s) 

Keeping the IP2HC mapping up-to-date is necessary 
for our filter to work in the Internet where hop counts 
may change. While adding new IP2HC entries or 
capturing legitimate hop count changes, one way to 
ensure that only legitimate packets are used during 
initialization and update is through TCP connection 
establishment. The HCF table should be updated only 
by those TCP connections in the established state. 
 
3.3. SVM 

SVM classifiers [16, 30] are very promising solution in 

the field of computational intelligence since, they 

outperform other classifiers with minimum generalized 
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errors. SVM classifiers are widely employed in 

intrusion detection where the recent research trend 

revolves around detection of DDoS attacks. It has 

several advantages: Scalable in real time scenarios, 

speed and high accuracy. Consider a training set of 

instance-label pairs (xi, yi), i=1, ..., l, where xi∈R
n
 and 

y∈{1, -1}
l
, where (xi, yi) denotes training data, n 

denotes the input vector and y denotes the class either 1 

or -1 as shown in Figure 3.  
 

 

Figure 3. Binary SVM classifier. 

The hyper plane formula is: 

                                           (w.x)+ b= 0 

Where, ‘w’ is the weight factor and ‘b’ is the bias 

manipulated during the training phase. Hyper plane is 

defined such that: 

                         (w.x)+b ≥1, if yi= +1, Class Normal 

                          (w.x)+b ≤1, if yi= -1, Class Attack 

SVM maps real-valued input vectors into a higher 

dimensional feature space through nonlinear mapping 

using kernel function. A polynomial kernel function 

[16] of degree ‘d’ is used to fit the hyper plane for 

classification of attack and normal traffic. The 

polynomial kernel function is shown as below: 

                                     k(xi, xj)= (1 + xi, xj)
d                                  

3.4. HCF-SVM 

First, the dump data is processed to check whether all 

the sources have completed three-way handshake. The 

packets are directed to HCF system which satisfies the 

above mentioned criteria. Now, unique source IP and 

their associated TTL values are fed into HCF 

algorithm, which operates in offline mode. Existing 

HCF algorithm is primarily used as a base for the 

analysis of a DDoS defense algorithm. HCF aims at 

detecting spoofed traffic from normal traffic, since 

spoofed traffic will share the same resources [31] as 

the legitimate users. Most of the DDoS attacks are 

launched using spoofed IP addresses where the 

attackers hide their identity making traceback very 

complex and difficult. A strong filtering mechanism 

need to be deployed at the victim to weed out spoofed 

traffic before the attack traffic overwhelms the target 

resources. So, the existing HCF algorithm is used for 

the analysis of its effectiveness against flooding style 

attacks. HCF algorithm is used since, it operates at the 

potential victim side and does not involve the 

cooperation of intermediate routers. Though an 

attacker modifies any field in the IP header, he cannot 

falsify the number of hops a packet takes to reach its 

destination, which depends on the internet routing 

infrastructure. The hop count information is indirectly 

reflected in the TTL field of IP header, since each 

router decrements it to one before forwarding to next 

hop router [17]. The information about a source IP 

address and its responding hop count to the victim 

(server) is stored in an IP2HC table when the network 

is attack free. Now, the major concern is that IP2HC 

table should be updated and accurate. For this purpose, 

the training period lasts from a few weeks to months, 

so that the majority of legitimate clients in the network 

under observation are learned and a normal profile 

being built using SVM model. 

The hop count variations during network changes 

are recorded and statistics maintained to track the 

stable hop count for the respective source IP. SVM 

model is learned and updated with source IP and the 

respective stable hop count. During testing phase, the 

victim under observation is flooded with attack traffic 

where the packets come from spoofed sources. The 

attack traces are checked for three way handshake. The 

sources completing the handshake are allowed, 

whereas the rest are dropped after a fixed time out.  

The remaining packets pass through HCF system 

where the features extracted from the attack packet are 

source IP address and the final TTL. The algorithm 

infers the initial TTL value and subtracts it from the 

final TTL value and thus, hop count is obtained. If the 

calculated hop count matches with the stored hop count 

value then the source address is ‘genuine’ else it is 

considered as ‘spoofed’ as shown in Figure 4. 

 

Figure 4. HCF-SVM model. 

4. Scheme Implementation 

The traffic traces are collected using an experimental 

testbed. Packets come from several nodes located at 

different locations. These collaborative working nodes 

are interconnected through MPLS-VPN cloud. The 

incoming packets from these nodes are collected using 

wireshark. The useful information from the packet, the 
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source IP address and TTL value are collected. An IP 

address to hop count table is constructed using the 

traffic traces and is stored at the victim end. The 

random IP spoofing is done to check the effectiveness 

of the learning process. The new packet on arriving is 

checked for its authenticity. The source IP and TTL 

values are extracted and the hop count is the difference 

between initial and final TTL value. Then, this source 

IP is searched against IP2HC table and once found it is 

treated as legitimate, otherwise it is considered as 

spoofed.   

Firstly, SVM distinguishes spoofed attack traffic   

form the normal traffic. Secondly, rate limiter further 

mitigates the subsets of attack traffic namely; TCP 

flood attack, UDP flood attack and ICMP flood attack. 

SVM model is built with the normal profile and the 

attack profile is collected for the period of two weeks. 

The training and testing samples are collected in the 

campus network during normal activities to track the 

user behaviour like browsing sites, downloading files 

etc., the traffic samples that depict the normal user 

activities are logged. Then, various types of flooding 

attacks such as TCP flooding, UDP flooding and ICMP 

flooding are targeted to victim system that sabotage the 

crucial resources of the system namely memory, 

processing speed, bandwidth usage and so on. The 

traffic sample that illustrates the flooding kind of 

attacks is logged.  
The training dataset contains 3000 instances out of 

which 2000 instances are labelled as attack and 
remaining 1000 instances are labelled as normal. On 
keen observation of the collected statistics one can 
infer that the traffic statistics remain in constant 
interval during the normal state where the victim 
system is attack free. Yet, during the attack there may 
be a drastic change in the statistics that may be very 
unusual in the campus network. 

To validate the proposed methodology, a testing 
dataset with 617 attack instances and 382 normal 
instances are fed into the SVM model. The detection 
accuracy rate of the SVM is 98.99% when C=1.0 in 
the polynomial kernel function. The time taken to build 
a model was observed as 9.82 seconds. The proposed 
HCF-SVM model performance is evaluated with other 
existing classifiers such as decision tree (J48) and 
random forest as shown in Table 1.  

Table 1. Performance evaluation of the proposed model. 

S. No Classifiers 
Correctly Classified 

Instances (%) 

Incorrectly Classified 

Instances (%) 

1 Proposed Model 98.99% 1.01% 

2 Random Forest 93% 7% 

3 Decision Tree 61.76% 38.24% 

Thus, HCF-SVM model at the victim end offers high 

detection accuracy with low false positive rate thereby 

allowing the detection methodology for real time 

deployment. To evaluate the detection accuracy of the 

chosen classifiers, True Positive (TP), False Positive 

(FP), precision, recall, F-Measure and accuracy metrics 

are observed which is shown in Table 2. TP is the 

amount of attack detected when the system is actually 

under attack. FP is the amount of attack detected when 

the system is actually normal. Precision is the 

percentage of instances a classifier labels as “relevant”. 

Recall is the percentage of relevant labels that are 

predicted. F-Measure is a combined measure for 

precision and recall. Accuracy refers to the proportion 

of data classified as an accurate type in the total data, 

namely, the situation TP and TN. 

Table 2. Performance metrics. 

Class TP FP Precision Recall F-measure Accuracy 

Normal 0.974 0 1 0.974 0.987 
98.99% 

Attack 1 0.026 0.984 1 0.992 

 
                                             TP=TP/(TP+FN)    

                                            FP=FP/(TN+FN)  

                                       Precision=TP/(TP+FP)   

                                         Recall=TP/(TP+FN) 

     F-Measure=2 *Precision*Recall /(Precision+Recall)    

       Accuracy=(Correctly Classified Instances/Total No. Of 

                        Instances)*100 

The incoming traffic needs to be investigated again to 
check if legitimate users misbehave after passing 
through the filtering mechanism. Though HCF 
algorithm is very effective against spoofed traffic, it 
doesn’t attempt to protect victim from flooding DDoS 
attacks coming from genuine Source IP’s. Therefore, 
the incoming traffic even after passing HCF filtering 
needs further treatment. Attackers are more aggressive 
than legitimate users; their intention is to overwhelm 
the victim and not to affect any other components. 
Ultimately, they deny the request from the legitimate 
users.  

The filtered output from HCF-SVM algorithm is 
passed through rate limiter. The punished flows when 
behaving aggressive even after the bandwidth cut-off; 
bandwidth is reduced accordingly and at one point the 
flows are allotted zero bandwidth. Thus, rate limiting 
can achieve more legitimate users passing through the 
bottleneck link with sophisticated bandwidth, thereby 
increasing the throughput. This is simulated in ns-2 
network simulator [32].  

The ns-2 is a packet level, discrete event simulator, 
widely adopted in the network research community. A 
simple topology is created with 6 attack sources, 4 
legitimate sources and 1 target. The bottleneck link 
capacity is 1 Mbps as shown in Figure 5. Packets 
coming from four nodes, including node 2 to node 5, 
are from normal users and packets coming from six 
nodes, including node 6 to node 11, are from attackers. 
All packets are routed through the main node, node 0, 
and are sent to the target node, node 1. Normal packets 
coming from node 2 to node 5 have flows of 0.1 Mbps 
from 0 to 10 seconds. Node 6 is used by a DoS attacker 
with a flow of 0.8 Mbps from 10 to 20 second of 
simulation. Nodes 7 to node 11 are used by DDoS 
attackers, each with a flow of 1 Mbps sent after 20 
second of simulation.  
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Figure 5.  Network topology under DDoS attack. 

 

The rate limiter takes into account, the aggregate 

traffic at the router. If the aggregate traffic is relatively 

high to hold the packets at the bottleneck link then the 

bandwidth for those aggressive flows is reduced by 

1/10
th
. By doing this, the denial of services to genuine 

flows can be avoided to a greater extent. This 

collaborated defense mechanism can yield maximum 

efficiency. Moreover, aggregating the IP addresses 

leads to less memory, less storage space. The proposed 

model is highly robust against varying traffic 

conditions with varying attack strength. The 

parameters chosen to evaluate the performance of the 

proposed model are packet loss rate, Throughput and 

delay. Low packet loss rate leads to increase in 

throughput and decrease in delay thereby increasing 

the quality of service.  

4.1. Packet Loss Rate 

Packet loss rate describes how many packets are lost in 

transit between the source and the destination [29]. 

There is considerable decrease in packet loss rate using 

HCF-SVM with rate limiter for varying traffic 

intensities. Its performance against legitimate, DoS and 

DDoS node is clearly shown in Table 3. Packet loss 

rate (Pkt_loss_rate) can be calculated using the 

Equation 13.  

Table 3. Packet loss rate before and after rate limiting. 
 

S.No Nodes 
Before Rate  

Limiting (%) 

After Rate 

Limiting (%) 

1 NODE_2 50.98 30.17 

2 DoS-NODE_6 60.89 48.9 

3 DDoS-NODE_7 70.37 60.28 

  
          Pkt_loss_rate= (Tot_pkt_lost/ Tot_pkt_sent) * 100 

4.2. Throughput 

Throughput is the rate at which a network sends or 
receives data and usually rated in terms bits per second 
(bit/s) [29]. It describes the rate of the packet measured 
as an average or peak which is an important factor that 
directly accounts for the network performance. Better 

throughput is achieved by HCF-SVM with rate limiter 
for legitimate node and reduced throughput for DoS 
and DDoS nodes as shown in Figure 6. 
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Figure 6. Throughput vs time. 

4.3. Delay 

Delay describes the time taken for a packet to travel 

from the source to target. The delay is not only due to 

the propagation time, but also the time spent in the 

queues and the processing time. Delay is the time 

interval between the generation of a packet from a 

source node and the successful delivery of the packet 

at the destination node. It counts all possible delays 

that can occur in the source and all intermediate nodes, 

including queuing time, packet transmission and 

propagation and retransmission [19]. The queuing time 

can be caused by network congestion or unavailability 

of valid routes. Delay is comparatively low for 

legitimate node after rate limiting the DoS and DDoS 

nodes, which are the major sources for denial of 

services and its robustness of the HCF-SVM with rate 

limiter is shown in Figure 7. Congestion occurs when 

the traffic intensity is high which implies that the 

packet arrival rate is high at the router.  
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Figure 7. Delay vs time. 

The proposed HCF-SVM model coupled with rate 

limiter can provide sufficient bandwidth to legitimate 

users since, majority of the attack traffic is rate limited 

at the router nearest to the victim. Thus, the proposed 

model maintains an adequate level of packets in the 

queue under varying traffic and network conditions, so 

that the packet loss remains at a lower rate. It behaves 

well with low packet loss which in turn leads to high 

throughput, low queuing delay with good network 

performance. From the results, it is seen that the 

network performance is improved for legitimate node 

and the legitimate packets make their way into the 

network even under the DoS and DDoS attack and 

finally survive a critical attack. 

1Mb 

Node_0 

 DDoS-Node_11

DDoS-Node_10 

DDoS-Node_9 

DDoS-Node_8 

DDoS-Node_7 Target_Node 

Node_3 

Node_4 

Node_5 

1Mb 

1Mb 

1Mb 

0.1Mb 

0.1Mb 

0.1Mb 

1 0 

10 

9 

8 

7 

11 

1Mb 

0.1Mb 

4 

3 

1Mb 

DoS-Node_6 

6 

5 

Node_2 

2 

(13) 



Two Layer Defending Mechanism against DDoS Attacks                                                                                                           323          

 

5. Conclusions 

HCF-SVM works on the potential victim side at the 

network layer, which has a strong incentive to 

implement the filtering function. No cooperation 

among routers is required. It deploys very limited 

information such as source IP addresses and its 

corresponding TTL values to filter the attacking 

packets, which simplifies the requirements for 

implementation. The design of IP2HC table reduces 

the amount of storage space. Further rate limiter at the 

application layer punishes aggressive flows and 

provides sufficient bandwidth for legitimate users 

without denial of services. The implementation of the 

proposed work is carried out on an experimental 

testbed.  
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