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Abstract: Facial expressions is an intuitive reflection of a person’s emotional state, and it is one of the most important forms 

of interpersonal communication. Due to the complexity and variability of human facial expressions, traditional methods based 

on handcrafted feature extraction have shown insufficient performances. For this purpose, we proposed a new system of facial 

expression recognition based on MobileNet model with the addition of skip connections to prevent the degradation in 

performance in deeper architectures. Moreover, multi-head attention mechanism was applied to concentrate the processing on 

the most relevant parts of the image. The experiments were conducted on FER2013 database, which is imbalanced and 

includes ambiguities in some images containing synthetic faces. We applied a pre-processing step of face detection to 

eliminate wrong images, and we implemented both SMOTE and Near-Miss algorithms to get a balanced dataset and prevent 

the model to being biased. The experimental results showed the effectiveness of the proposed framework which achieved the 

recognition rate of 96.02% when applying multi-head attention mechanism. 
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1. Introduction 

Facial expressions recognition is the most way to 

identify the psychological and emotional state of 

persons. It can be widely applied in our real life. In fact, 

it is an effective way of early detection of health 

problems. Moreover, it helps services providers to 

evaluate customer satisfaction, and it is considered as 

concrete evidence to uncover whether an individual is 

speaking the truth in the context of criminal 

investigations [6]. With the recent advancements in 

computer vision and especially artificial intelligence, 

facial expression recognition systems have shown great 

potential due to their powerful automatic feature 

extraction and computational efficiency. However, 

some difficulties may be faced related to facial 

accessories, non-uniform illuminations, pose variations, 

etc., [1]. This leads to obtain a lot of unnecessary and 

misleading features that degrade the model 

effectiveness and make the emotion recognition more 

challenging. 

The key concept in facial emotion recognition 

consists of detecting specific areas in the face like eyes, 

eyebrow, mouth, noise, and jaw. The emotion can be 

identified by calculating distances and angles between 

these different parts. Detecting landmarks on the face is 

another way to identify the facial expressions [15]. 

Each emotion is defined by specific positions of these 

landmarks. These measures are used with machine 

learning models like k-nearest neighbors, Naïve Bayes, 

support vector machines and decision trees to make 

emotion classification [7]. In the last decade, deep 

learning models and especially Convolution Neural 

Networks have been widely applied for facial emotion 

recognition [29]. This is due to their ability to 

automatically extract high level features from input 

images [23]. Therefore, it is almost useless to apply 

handcrafted feature extraction since deep learning 

models can made both extraction and classification 

tasks. However, data preprocessing like face detection, 

data normalization remains essential to ensure the 

model performance. 

The rest of this paper is organized as follow: the 

next section presents a literature review of facial 

expression recognition. Section 3 describes the 

techniques and methods used in the proposed 

framework. Section 4 discusses the experimental 

results, and we finish by a conclusion and some 

prospects. 

2. State of the Art 

With the advent of variant of deep neural networks, 

Convolution Neural Networks (CNN) have become a 

general trend for Facial Expression Recognition (FER) 

problem. These approaches have replaced the classical 

and analytical methods, thank to their effectiveness in 

extracting relevant features from data [5]. In this 

context, several FER systems based CNNs have been 

proposed. Zhu et al. [30] introduced a convolutional 
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relation network based few-shot learning to exploit the 

feature similarity among training samples. This concept 

was suitable for solving some emotion categories with 

limited training samples. The proposed approach was 

evaluated on FER2013 dtaaset and achieved the 

recognition accuracy of 67.32%. In other work, 

Khairuddin et al. [13] used a pretrained VGG-Net 

architecture on Fer2013 and achieved the accuracy of 

73.28%. Ab-Wahab and et al. [1] proposed a new 

recognition system based EfficientNet-Lite model. In 

the classification part, k-Nearest Neighbors algorithm 

was applied instead of dense and SoftMax layers. 

Experiments were done on Fer2013 database and 

obtained the accuracy of 75.26%. Tripathi et al. [25] 

experimented three deep learning models based 

AlexNet, VGG19 and ResNet50 respectively. These 

models were trained with transfer learning and reached 

the accuracy of 91.89% on FER2013 dataset when 

using VGG19 model. Lee et al. [16] presented an 

efficient CNN, called EmotionNet, designed for facial 

emotion classification. This model is composed and 

prototyping and exploration stages respectively. The 

first stage is based on residual networks and provides 

features to the exploration stage which produces the 

final decision using analytical approaches. This model 

was evaluated on CK+ dataset and achieved the 

accuracy of 92.7%. In [24], a new approach based 

VGG-Spinal network was proposed. In fact, the VGG-

16 classification layers were replaced with SpinalNet 

layers to improve the classification on FER2013 

dataset. Pathak et al. [22] proposed a recognition model 

based on pretrained MobileNet model and obtained the 

accuracy of 71% on CK+ dataset. Recently, Nouisser et 

al. [20] presented a new FER system in which skip 

connections were added to MobileNet model. Their 

system achieved the accuracy of 95.46% on FER2013 

dataset. 

In several works, the combination of multiple 

models was applied to improve the model 

generalization. Yaseen et al. [28] proposed a hybrid 

system based on primary and secondary basic CNNs 

(P-CNN and S-CNN). The first model is designed to 

classify the image based on the two primary emotions 

of showing happy or sad. The second CNN performs a 

final classification based on the sub-category of 

emotions from the results of the P-CNN. They obtained 

the accuracies of 94.12% and 97.07% on JAFFE and 

FER2013 databases respectively. Bahri et al. [3] used 

hybrid deep learning model containing AlexNet and 

VGG19 networks. A crop transformation was applied 

on images to focus on the face. They reached the 

accuracies of 96.970% and 70.24% on CK+ and 

FER2013 databases. In addition to model hybridization, 

data augmentation was applied increase the number of 

training samples to ensure the model generalization. 

This technique was applied by Kumar et al. [14]. They 

did slight rotation and inclination on images and 

obtained the accuracy of 83% on Fer2013 database 

when using a baseline CNN. In [4], horizontal flip, 

shift, scaling, and rotation are the data augmentation 

methods used to increase the size of dataset. This 

approach is combined with FerConvNet model and 

achieved the accuracy of 85% on Fer2013 validation 

dataset. 

Based on the literature review, almost of FER 

systems are based on pretrained deep neural networks. 

In this study, we opted for MobileNet architecture 

thanks to its great performance and low memory 

consumption. Moreover, we applied skip connections 

and multi-attention model to MobileNet in order to 

improve the model performances. 

3. Proposed Framework 

The proposed framework was evaluated on FER2013 

dataset, which has made a problem of overfitting and 

do not give good results for the validation and test 

subsets. To solve this problem, we inspected the 

dataset to visualize the images. We found that some 

images are not fully focused on the face or do not 

contain faces. So, we did face cropping to maintain the 

face region and discarding irrelevant parts of the 

image. On the other hand, we notice that FER2013 is 

unbalanced dataset where images are uniformly 

distributed in the different classes. This can lead to a 

biased model. To overcome this problem, we proposed 

applying both over-sampling and over-sampling 

techniques to obtain uniformly distributed database. 

3.1. Image Pre-Processing 

This step consists of browsing all images in the 

database, detecting face landmarks, and cropping the 

images according to these key points. We followed the 

method used in [12], where Histogram of Oriented 

Gradient was applied. Thereafter, a linear Support 

Vector Machines (SVM) was applied to decide 

whether the pixels inside a sliding window are 

relevant or not. This method allows defining 68 

landmarks relative to eyes, eyebrow, nose, lips, and 

face contour. This processing allows us to obtain 

images containing only the face region. However, 

some images were removed from the database because 

they do not contain images of faces. Figures 1 and 2 

show the result of the application of the detector for 

both right and wrong face images from FER2013 

database.  
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Figure 1. 68 facial landmarks detection. 

 

Figure 2. Wrong facial images from FER2013 dataset. 

3.2. Database Balancing 

After applying data processing, we obtained an 

unbalanced dataset where classes are not represented 

equally. In this case, the classifier will be biased 

towards the majority class. To handle with this 

problem, several techniques have been proposed like 

oversampling and under-sampling [11]. Oversampling 

is the process of generating new samples from the 

minority class, while under-sampling reduces the 

samples of the majority class to match the number of 

samples in the minority class. This can be done by 

removing random selecting samples, or those with a 

minimum average distance to further minority class. 

Park et al. [21] suggested that combining both over and 

under sampling leads to obtain most lifelike dataset and 

accurate results. For this reason, we applied these two 

techniques only on FER2013 training dataset to 

maintain the same structure of validation and test 

subsets, and to be able to correctly evaluate the 

performance of our model. 

In the under-sampling step, we used Near-Miss 

method which involves 2-steps algorithm [18]. First, 

for each minority class sample, their m nearest 

neighbors will be kept. Then, the selected majority 

class samples are the ones for which the average 

distance to the m nearest neighbors is the largest 

(Figure 3). In the oversampling step, we applied 

Synthetic Minority Over sampling (SMOTE) technique 

[6]. This approach is mainly adapted for oversampling 

tabular data. It was inspired by a technique that proved 

successful in handwritten character recognition. 

Oversampling has the advantage of generating new 

samples that do not perturb the training data. For each 

minority class sample, synthetic samples are generated 

along the line segments joining it with the k-nearest 

neighbors (Figure 4).  

 

Figure 3. Ner-Miss under-sampling concept. 

 

Figure 4. SMOTE oversampling concept. 

The generated samples will be added to the training 

data to form the whole training database. After this 

stage, we obtained a balanced database distributed as 

described in Table 1. 

Table 1. FER2013 training dataset distribution. 

 

 

Samples before 

balancing 

Samples after 

balancing 

Happy 7215 2652 

Neutral 1965 2694 

Sad 4830 2677 

Fear 4097 2668 

Angry 3995 2701 

Surprise 3171 2554 

Disgust 436 2657 

3.3. Recognition Model 

The proposed model is based on deep neural networks 

and more precisely CNN, which has become dominant 

in various computer vision tasks. Since facial emotion 

recognition is intended to be implemented on 

embedded device, we opted for MobileNet architecture 

which is a class of efficient models designed for mobile 

and embedded vision applications [9]. MobileNet is a 

streamlined architecture that uses depthwise separable 

convolutions to build light weight deep neural 

networks. It consists of a depthwise convolution, i.e., a 

spatial convolution performed independently over 

every channel of an input, followed by a pointwise 

convolution, i.e. a regular convolution with 1x1 

windows, projecting the channels computed by the 

depthwise convolution onto a new channel space. The 

depthwise separable convolution operation should not 

be confused with spatially separable convolutions, 

Minority class 

Majority class 
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which are also often called separable convolutions in 

the image processing. Their mathematical formulation 

is as follow (Equation 1): 

  , , , , 1, 1,
,

k l m i j m k i l j m
i j

G K F
   

  

With K is the depthwise kernel of size (DkDkM). The 

mth filter is applied to the mth channel in the feature 

maps F, to produce the mth channel of the output G. The 

depth-wise convolution does not combine the input 

channels to create new features like conventional 

convolution. Thus, pointwise is used to apply a linear 

combination of the depthwise outputs. 

In standard convolution, with N kernels of size 

(DKDKM), there are (NDKDKM) multiplications 

every time the kernel moves. However, in the depth-

wise convolution there are (DKDKM) multiplications, 

plus (N 11M) other multiplications in the pointwise 

convolution [10]. Thus, there is much lower trainable 

parameters to optimize. With less computations, the 

network is able to process in a shorter amount of time. 

Figures 5 and 6 illustrates the principle of depthwise 

and pointwise convolutions respectively.  

 

Figure 5. Depth-wise convolution layer. 

 

 

Figure 6. Point-wise convolution layer. 

MobileNets architecture begins with a regular 

convolution followed by 26 successive depth-wise and 

pointwise layers of different number of kernels. In the 

classification part, Average Pooling layer is applied 

before the final output layer. Due to the large number of 

layers, several problems can be occurred such as 

vanishing and/or exploding gradient [27]. To overcome 

this problem, we decided to add skip connections 

between successive depthwise and pointwise 

convolution layers (Figure 7). 

A part of skip connections, we implemented Multi-

Head Attention (MHA) mechanism to improve the 

model effectiveness (Figure 8). In fact, MHA is a 

mechanism used to provide an additional focus on a 

specific component in the data. It enables the network 

to concentrate on a few aspects at a time and ignoring 

the rest [26]. MHA consists of several attention layers 

running in parallel, instead of performing one single 

attention function. In particular, the input consists of 

queries and keys of dimension dk (Q and K 

respectively), and values of dimension dv (V). The 

output of the attention model is done by computing the 

scaled dot product of the queries with all keys and 

applying a SoftMax function to obtain the weights on 

the values V (Equation 2). The attention mechanism is 

linearly projected h times with different learned 

weights (WQ, WK, WV). These different representation 

subspaces are concatenated into one single attention 

head to form the final output result (Equation 3). 

  , ,   
T

k

Q K
Attention Q K V softmax V

d

 
  

 
 

 (2)


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i

MultiHead Q K V Concat head head

head Attention QW KW VW






(3)

In our study case, MHA was applied to the output of 

each depthwise separable convolution layer. We used 

a particular version of attention model called self-

attention, in which query, key and value inputs are the 

same. The calculation process follows these steps: 

First, we made the dot product (MatMul) of query and 

keys tensors and scale the obtained scores. Next, we 

apply a SoftMax function on these scores to obtain 

attention probabilities. Finally, we take a linear 

combination of these distributions with the value input 

tensors and concatenate them into one channel. 

 

 

Figure 7. MobileNet with skip connections architecture. 
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Figure 8. Attention model architecture. 

4. Experiments and Results 

4.1. Database Description 

The experiments were done on FER2013 database [8]. It 

was firstly used in ICML 2013 Workshop in the contest 

of Challenges in Representation Learning. The dataset 

contains 35887 human facial images non uniformly 

distributed, resized to (4848) pixels and converted to 

grayscale. FER2013 is initially divided into training set 

(28709 images), a public test set (3589 images) used as 

validation set, and a private test set (3589 images), 

usually considered as the test set for final evaluations. 

After applying face cropping, under sampling, and 

oversampling steps, we obtained a balanced dataset with 

different images sizes (section 3). So, we resized the 

images in (4848) pixels using padding technique 

instead of standard resize which introduce unnecessary 

stretching. When applying padding technique, the 

content of the original image is kept as faithful as 

possible, and the aspect ratio is also preserved. Figure 9 

shows some images generated by SMOTE algorithm. 

 
Figure 9. Images generated by SMOTE algorithm. 

4.2. Experimental Results 

The recognition model is mainly based on MobileNet 

model, with the addition of skip connections and multi-

head attention mechanism in the extraction part. During 

the experiments, the training dataset was divided into 

batches of size 32, with shuffling option to make 

different min-batch samples in each epoch. Moreover, 

categorical cross entropy method was used to compute 

the loss between desired and calculated outputs at each 

iteration [17]. The model was trained using Adam 

(Adaptive Moment Estimation) optimizer with an 

initial learning rate of 0,001. This value can be 

reduced by a factor of 0.5 once learning stagnate 

(Table 2). Moreover, early stopping approach is 

applied as a regularization method. It consists of 

stopping the training process early before it has overfit 

the training dataset. In the multi-head attention model, 

we employ 8 parallel attention layers or heads. For 

each of these, we use 64 units for both query, key and 

value linear projections. 

In the experiments, three models were evaluated: 

standard MobileNet, MobileNet with skip 

connections, and MobileNet with both skip 

connections and multi-head self-attention models. In 

all experiments, transfer learning was applied during 

the training stage. In fact, the weights of the extraction 

part are considered as non-trainable parameters. 

However, the parameters of skip connections, multi-

head attention, and extraction parts are to optimize. 

The best performance was obtained by the third model 

which achieves the validation accuracy of 96.02% 

after 75 epochs (Table 3). Furthermore, the learning 

rate was decreased from 0.001 to 0.00025. 

 
Table 2. Hyperparameters configuration. 

Hyperparameter Value 

Batch size 32 

Optimizer Adam 

Learning rate (Lr) 0.001 

Learning rate 

decrease factor 
0.5 

Epochs 100 

Table 3. Experimentation results. 

Model Accuracy Recall Precision 

MobileNet 0.9127 0.7821 08214 

MobileNet + skip 

connections 
0.9564 0.8169 0.8703 

MobileNet + Skip 
connection + MHA 

0.9602 0.8214 0.8961 

4.3. Comparative Study and Discussion 

The proposed model achieves the state-of-the-art 

performance on FER2013 dataset, although the other 

approaches are based on efficient deep learning 

models (Table 4). The obtained result is justified by 

the importance of the steps implemented in the 

recognition framework. In fact, we have eliminated all 

irrelevant information from images thanks to the face 

cropping method. In addition, we discovered wrong 

images that does not contain faces. Moreover, we 

applied under sampling and oversampling techniques 

to obtain balanced dataset and prevent the model to 

being biased. All these preprocessing steps allowed us 

to obtain tidy data. On the other hand, the addition of 

skip connections and multi-head attention mechanism 

have an impact in improving the model effectiveness. 
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Table 4. Experimentation results. 

Work Model Accuracy (%) 

[13] VGG-Net 73.28 

[1] CNN-KNN 75.26 

[3] EfficientNet-VGG16 90.6 

[25] VGG-19 91.89 

[20] 
MobileNet + Skip 

connections 
95.46 

Our work 
MobileNet + Skip 

connections + MHA 
96.02 

5. Conclusions 

In this study, we developed a new system for facial 

expression recognition based on MobileNet with the 

addition of skip connections and multi-head attention 

mechanism. We have applied data preprocessing on 

FER2013 dataset to eliminate irrelevant parts in the 

images and crop them on the face area. To overcome 

the disadvantages of unbalanced dataset, under-

sampling and oversampling were applied to obtain 

balanced dataset. In the training stage, several 

techniques like early stopping, minibatch shuffling and 

learning rate scheduling were applied to prevent the 

model from overfitting problem. As perspective, we 

intended to develop a new recognition system based on 

vision transformers which is applied over patches of the 

image. 
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