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Abstract: The adversarial examples make the object detection model make a wrong judgment, which threatens the security of 

driverless cars. In this paper, by improving the Momentum Iterative Fast Gradient Sign Method (MI-FGSM), based on 

ensemble learning, combined with L∞ perturbation and spatial transformation, a strong transferable black-box adversarial 

attack algorithm for object detection model of driverless cars is proposed. Through a large number of experiments on the 

nuScenes driverless dataset, it is proved that the adversarial attack algorithm proposed in this paper have strong 

transferability, and successfully make the mainstream object detection models such as FasterRcnn, Sum of Squared Difference 

(SSD), YOLOv3 make wrong judgments. Based on the adversarial attack algorithm proposed in this paper, the parametric 

noise injection with adversarial training is performed to generate a defense model with strong robustness. The defense model 

proposed in this paper significantly improves the robustness of the object detection model. It can effectively alleviate various 

adversarial attacks against the object detection model of driverless cars, and does not affect the accuracy of clean samples. 

This is of great significance for studying the application of object detection model of driverless cars in the real physical world.  
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1. Introduction 

Deep Neural Networks (DNNs) have achieved 

impressive results in the field of object detection [17, 

25, 26], but adversarial examples can easily fool the 

most advanced deep neural network models [10, 32]. 

Therefore, more and more people are paying attention 

to the reliability and security of DNNs.  

A large number of gradient-based adversarial attack 

algorithms have been proposed. At the same time, 

some defense methods have been proposed to be 

effective against transfer-based black-box adversarial 

attacks [8, 9, 33, 36]. But, the adversarial examples are 

highly related to the discrimination regions of the 

generated model. It is difficult to transfer to defense 

models that rely on different discriminative regions. 

This paper considers more stringent black-box 

scenario. As shown in Figure 1, from the unified 

perspective of model robustness and regularization 

[35], this paper further studies how to enhance the 

robustness of the object detection system by using the 

adversarial attack algorithm proposed in this paper. 

The main contri-butions in this paper can be 

summarized as follows:  

Adversarial 

attack algorithm 

Adversarial 

examples

y Loss

Get effective 

adversarial examples

Maximize loss

Minimize the overall loss
traingenerate

Inner maximization problem

Outer minimization problem

Original sample Adversarial example

Adversarial attack algorithm proposed in this paper Improve the robustness of the model

Figure 1. The process of algorithm. 

The algorithm for generating adversarial examples 

in adversarial training is very important, so this paper 

proposed a more effective adversarial attack algorithm 

for object detection model of driverless cars, which 

uses a combination of perturbation and spatial 

transformation to generate more transferable 
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adversarial examples. Different from existing methods, 

this paper is aimed at the field of object detection. 
Moreover, based on DNNs selected by experiments, 

more effective adversarial examples are generated 

through integrated learning 

1) Combined the adversarial example generation 

algorithm proposed in this paper (for adversarial 

training) with parametric noise injection, a defense 

model with strong robustness for object detection 

was generated.  

2) A large number of experiments on the nuScenes 

driverless cars dataset [4] show that the adversarial 

attack algorithm proposed in this paper can 

effectively make typical object detection models 

misclassified, and the defense model proposed in 

this paper can effectively alleviate the threat of 

adversarial instances on the premise of ensuring the 

accuracy of clean samples. It is of great significance 

for researching the application of the object 

detection system of driverless cars in the real 

physical world. 

2. Related Work 

2.1. Adversarial Attacks 

Many white-box algorithms have been proposed, such 

as Fast Gradient Sign Method (FGSM) [10], BIM 

(basic interative method) [13], Jacobian-based 

Saliency Map Attack (JSMA) [24], DeepFool [22], 

Carlini &Wagner's method (CW) [5], etc., Different 

from White-box attacks, the black-box attacks cannot 

obtain the parameters and gradients of the model, it is 

more consistent with the actual conditions of the 

attacker in the real physical world. A typical black-box 

attack is an iterative modification based on the label or 

label probability returned by the target model. Such as 

decision-based black-box attacks and score-based 

black-box attacks [6, 23, 30]. For example, single pixel 

attack and local search attack [23] are typical black-

box attack algorithms, which construct the input based 

on the algorithm and then iteratively modify the input 

based on the model's feedback. 

In addition, there are many open source DNNs 

available, such as GoogLeNet [20], ResNet [19], etc. 

Therefore, through the open source model, it is 

practical to construct a black-box attack algorithm 

based on the transferability of adversarial examples. 

For example, Liu et al. [18] proposed an ensemble 

learning method for adversarial examples. His method 

constructs transferable adversarial examples based on 

multiple DNNs, which shows that the adversarial 

examples generated by integrating multiple models are 

more transferable than the adversarial examples 

generated by a single model. Dong et al. [8] 

considered image translation on the basis of ensemble 

learning. Based on Convolutional Neural Network's 

(CNN's) translation-invariance to reduce the amount of 

calculation, they proposed black-box attack algorithms 

(TI-FGSM, TI-MI-FGSM, etc.,). This algorithm 

generates more transferable adversarial examples and 

can deceive the most advanced defense models with a 

high probability.  

2.2. Defense of Object Detection Model 

Object detection models (e.g., FasterRCNN [26], Sum 

of Squared Difference (SSD) [17], YOLOv3 [25], etc.,) 

are one of the most applied techniques for machine 

vision in the real physical world. Especially in the field 

of driverless cars, the use of a large number of object 

detection models is involved, such as traffic sign 

recognition [21], pedestrian collision warning, and 

automatic parking, etc. 

Improving the robustness of DNNs to adversarial 

examples through adversarial training is an effective 

defense method that attracts researchers’ attention [1, 

32]. Buckman et al. [3] pointed out that, in the field of 

driverless cars, adversarial examples are not effective 

because the adversarial examples generated by adding 

perturbation are affected by the angle and direction. 

However, research by Athalye et al. [1] has shown that 

adversarial examples can reliably fool DNNs at 

different sizes and angles [27]. Not only that, the 

research of Engstrom et al. [9] also showed that even if 

the adversarial examples added perturbation are not 

carefully constructed, the adversarial examples 

generated only by the rotation and translation of the 

image may make the prediction of the DNN wrong. 

Although adversarial training cannot completely avoid 

all adversarial examples, the robustness of the model 

can be significantly improved by combining 

adversarial training. For example, the defense model 

proposed by Buckman et al. [3] and Samangouei et al. 

[27] further improved the defense ability of the model 

by combining adversarial training. In addition, Wang 

et al. [34] proposed a color-based feature 

representation method to accurately identify target 

vehicles in complex scenes. The method of noise 

injection has also been shown in recent researches to 

significantly improve the robustness of DNNs to 

adversarial examples [7, 35, 37].  

3. Problem Statement 

In the existing methods, black-box attacks that 

iteratively modify the returned results of the target 

model require a lot of access to the target model, 

which is not practical in the real physical world. In 

addition, the existing defense models are effective 

because they predict based on different discrimination 

regions, while the discrimination regions of normal 

training models are completely identical [2]. 

Therefore, the black-box attack algorithm proposed 

in this paper is mainly based on the transferability of 

adversarial examples, which generate adversarial 

examples through alternative models. Compared with 
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(1) 

(2) 

(3) 

existing methods [2, 18], the method of this paper is 

aimed at target detection, and also generates 

adversarial examples through ensemble learning 

methods. In addition, this paper considers more 

complex image space transformation (rotation, 

translation), which has practical significance for the 

application of object detection models in the real 

physical world. And, from the perspective of model 

robustness and regularization, this paper proposes a 

defense method that combines parametric noise 

injection with adversarial training to significantly 

improve the robustness of object detection models to 

adversarial examples. 

4. Robust Object Detection Model  

In adversarial training, the algorithm for generating 

adversarial examples is very important, so this paper 

first proposes a black-box adversarial attack algorithm 

for object detection systems of driverless cars. Based 

on this algorithm, it will generate more transferable 

adversarial examples. In the algorithm, x is the original 

sample and is the prediction label given by the model. 

For a classifier   :f x x y
, it outputs the 

corresponding prediction label according to the input 

sample . The object detection model will output the 

bounding boxes and prediction probabilities. xadv 

denotes the adversarial example generated based on 

the attack algorithm proposed in this paper. It is almost 

impossible for the human to distinguish between and 

xadv, but it can successfully deceive the object detection 

model (i.e.,
 advf x y

). The goal of generating 

adversarial example is to make the loss function of the 

classifier (i.e., , )advL x y（ ) as large as possible, where L is 

the loss function.  

Based on the above, combined parametric noise 

injection with adversarial training, it was 

experimentally determined that noise injection on the 

weights would have the best defense effect. Through 

the black-box adversarial attack algorithm and the 

defense method combining parametric noise injection 

with adversarial training proposed in this paper, the 

defense ability of the object detection model against 

adversarial examples is significantly improved. And 

experiments show that the defense model in this paper 

will not affect the accuracy of clean samples.  

4.1. The Black-Box Attack with Strong 

Transfer-Ability 

For stringent black-box scenario: the parameters and 

gradients of the target model cannot be obtained, and 

the model's feedback information cannot be obtained, 

but for open source DNNs, its parameters and 

gradients can be obtained. Based on the white-box 

attack algorithm, this paper expects to use a variety of 

open source DNNs to generate transferable adversarial 

examples that are effective for the target model. The 

white-box attack algorithms are mostly based on the 

calculation of gradients, which can generate 

adversarial examples with minimal perturbation. For 

example, the C&W [5] is a powerful white-box 

algorithm for generating adversarial examples. It 

expects to find the adversarial examples with the least 

perturbation, but the adversarial examples generated 

by C&W are not very transferable. Therefore, this 

paper considers Momentum Iterative Fast Gradient 

Sign Method (MI-FGSM) [31], which can generate 

strong transferable adversarial examples. Fast Gradient 

Sign Method (FGSM) [10] is the earliest white-box 

attack algorithm to generate adversarial examples, as 

follows:  

( , ))adv adv

xx x s yi Lgn x    （
 

x L
represents the gradient of the loss function for 

x.
( )sign 

is the sign function and represents L∞ 

perturbation. The MI-FGSM is improved based on the 

FGSM. The transferability of the adversarial example 

is improved by introducing a momentum term, the 

formula is as follows: 

1

1

( , )

( , )

adv

tx

t t adv

tx

L y
g

L y

x

x
g 


  



 11 ( )adv adv

t t tx x si ggn       

µ represents the decay factor. gt represents the gradient 

information obtained in the t-th iteration 

and represents the step size. The black-box attack 

algorithm proposed in this paper is based on MI-

FGSM to generate adversarial examples that are more 

transferable and more in line with the practical 

application of object detection models.  

With the development of the research on the 

security of DNN, a large number of methods that can 

defend the adversarial examples have been proposed 

[8, 9, 33, 36]. However, the reason why these defense 

methods can defend the transferable adversarial attack 

[12, 14, 18] is that when the transferable adversarial 

examples are generated based on the open source 

DNNs, the generated examples are highly related to 

the discriminative regions of these normal models, but 

it is difficult to transfer to the defense models that 

depend on different discriminative regions. So this 

paper expects to generate more transferable adversarial 

examples. 

The method proposed in [2] successfully generated 

adversarial examples that made these defense models 

[8, 9, 33, 36] invalid by translating the image. 

Therefore, this paper considers the generation of 

adversarial examples with strong transferability to the 

object detection model by combining L∞ perturbation 

and spatial transformation. Spatial transformation can 

not only improve the transferability of adversarial 
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(4) 

(5) 

(6) 

(7) 

(10) 

(8) 

(9) 

examples, but also have practical significance for the 

use of object detection models. For example, the 

translation and rotation of images is equivalent to the 

change in the angle and distance between the camera 

and the object of the driverless cars.  

The objective function that this paper expects to 

optimize is as follows: 

 , ,argmax ( ( ), ), .
adv

adv adv

u v
x

L T x y x x  


    st .   

L is used to measure the gap between the adversarial 

examples and the original samples, and is the 

threshold. , ( )u vT x  means to translate the two-

dimensional coordinates of the image x by 

u , v pixels respectively,  , ,...,0,...,u v k k    . 

( )T x means to rotate the image x 

by  degrees,  ,...,a a   . When Equation (4) is 

optimized based on the MI-FGSM, for each original 

image x, the gradient of (2 1) (2 1) 2k k a     images 

needs to be calculated. For example, when k=10 and 

a=30, the gradient of 26460 images needs to be 

calculated. In order to reduce the computational 

overhead, this paper defines the objective function as 

follows: 

, ,arg max ( , ), for ( )
adv

adv adv

u v
x

L x y x T x       

It is feasible to reduce the computational overhead 

based on the CNN's translation-invariance [2]. CNN 

has translation-invariance when the range of 

translation is small. When calculating the gradient: 

, ( ), ) ( , )adv ad

x x

v

u vL yT x L yx  （  

Based on the above assumptions, the computational 

overhead is reduced: (2 1) (2 1) 2 2k k a a     . 

For the rotation of the image, assuming that point 

(0,0) is the center of the image, the formula is as 

follows: 

'

'

cos sin 0

sin cos 0

xx

yy

 

 

       
         
      

 

For generating more transferable adversarial examples, 

it is impossible to use the first-order optimization 

method to obtain the optimal rotation angle   because 

this is a non-convex optimization problem [30]. 

Therefore, this paper uses the random sampling 

method to randomly selects several angles in the range 

of  ,...,a a , and then selects the angle that makes the 

model perform worst, which also reduces the 

computational overhead further: 

(2 1) (2 1) 2 2k k a a      several images.  

Finally, the algorithm for generating black-box 

adversarial examples based on transferability is as 

follows: 

1

1

( , )

( , )

adv

tx

t t adv

tx

L y
g

L y

x

x
g 


  


 

11 , , ( ) ( )adv adv

t u v t tx T x sig gn         

4.2. The Defense Model with Strong 

Robustness for Object Detection 

Parametric noise injection can improve the robustness 

of the model. Based on the black-box adversarial 

attack algorithm proposed in this paper, combined 

parametric noise injection with adversarial training 

will further improve the robustness of the object 

detection model. The location of the parametric noise 

injection will seriously affect the defensive 

performance of the model against adversarial examples. 

He et al. [11] conducted experiments on the CIFAR-10 

and MNIST [31] datasets using different structures of 

the ResNet network [19]. It shows that injecting noise 

on the weights has the best defense effect [29]. This 

paper conducted experiments on the nuScenes 

driverless cars dataset [28], which also proved that the 

defense effect of noise injection on weights is 

significantly better than noise injection on the input 

layer or activation layer. Moreover, the method of 

noise injection on weights is different from Differential 

Privacy (DP) [15]. The method of DP for noise 

injection is to improve the robustness of the model by 

sacrificing the accuracy of clean samples. However, in 

the field of driverless cars, the defense method of 

sacrificing the accuracy of clean samples is not 

applicable.  

 

Figure 2. The flowchart of noise injection on the weight. 

In this paper, the method of noise injection on 

weights combined with adversarial training not only 

improves the robustness of the object detection model, 

but also does not affect the accuracy of clean samples. 

The formula for noise injection on weights is as 

follows: 

, , , ,( )l i l i l i l l iw f w w n     

,l iw is the noise-free weight value of the layer of the 

neural network. ,l in is the noise value added to the 

corresponding weight, and l is the noise scaling 
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(11) 

(12) 

coefficient. ,l in is obtained by random sampling, and 

the sampling function is related to the Gaussian 

distribution of the weight values. l  is used to control 

the size of the added noise value. As a parameter, it is 

optimized by back propagation. The process of noise 

injection on the weight of the 3×3 fully-connected 

layer is shown in Figure 2.  

In Figure 2, the Gaussian distribution function of 

the original weight value is first calculated as the 

sampling function of the noise, and then the noise 

value is obtained by random sampling, in which the 

noise scaling coefficient aI controls the size of the 

noise. Finally, the noise is injected into the original 

weight.  

Based on the above, the combination of noise 

injection on the weight and adversarial training is 

shown in Equation (11): 

 
ad

' ( )

arg min{arg max ( ( ; ( )), }
w x P

v

x

L f w yxg


 

In the above, w is the weight to be optimized. X is the 

input image. Y is the target label. ( )P x  is the dataset 

after adding perturbation, and its threshold is less than 

. L represents the loss function. The function f is a 

noise injection function, and f(w) indicates that noise is 

injected into the weights. The function g  is a function 

for generating adversarial examples, and g(xadv) 

represents generating adversarial examples xadv based 

on the adversarial attack algorithm proposed in this 

paper. Through the noise injection with adversarial 

training, the robustness of the object detection model is 

significantly improved. 

Moreover, this paper improves the loss function to 

avoid the impact on the accuracy of clean samples, as 

shown in Equation (12):  

 ( ( ; ( )), ) ( ( ; ( )), )adv

c pL R L g x f w y R L g x f w y     

Rc and Rp are the weights for clean data loss term and 

adversarial data loss term, respectively. This paper sets 

Rc= Rp=0.5. The improved loss function L makes the 

defense model in this paper robust and significantly 

alleviates the threat of adversarial examples, while 

avoiding the impact on the accuracy of clean samples. 

5. Experiments 

5.1. Experimental Environment and Dataset 

The nuScenes driverless cars dataset [28] is selected as 

the experimental dataset. The data in the nuScenes 

dataset comes from multiple cameras on driverless cars 

and contains 1.4 million pictures. In this paper, 

100,000 images of 1600×900 are selected as 

experimental samples, including key elements such as 

pedestrians, various types of cars, traffic signs, and 

traffic lights. The recognition results using mainstream 

object detection models are shown in Figure 3. 

 

Figure 3. Recognition results of open source object detection 

model. 

As shown in Figure 3, the mainstream object 

detection models (FasterRCNN [26], SSD [16], 

YOLOv3 [25]) selected in this paper all recognize 

clean samples in the nuScenes dataset with high 

confidence. 

Regarding the hyperparameters of the adversarial 

attack algorithm in this paper, we set the maximum 

perturbation as 16 and the decay factor as 1.0. The 

number of iterations is 10, and the step size is 1.5  . 

In addition, GoogLeNet [20], ResNet [28] (ResNet-18/ 

50/101/152), Incept-v3, and VGG-16 are selected as 

the basis for researching the adversarial example 

generation algorithm proposed in this paper.  

All experiments in this paper are implemented using 

TensorFlow. And in order to avoid the randomness in 

the process of adversarial example generation and 

parametric noise injection with adversarial training, all 

experimental results are reported in the form of the 

average of multiple experiments.  

5.2. Generation of Adversarial Examples 

 Adversarial examples generated based on multiple 

DNNs: the adversarial attack algorithm proposed in 

this paper relies on the transferability of adversarial 

examples.  In order to evaluate the impact of 

different network models on the algorithm, this 

paper tests the transferability of adversarial 

examples generated by different network models to 

different object detection models, as shown in Table 

1. 

In Table 1, the horizontal axis represents the open 

source network model A, and the vertical axis 

represents the attacked object detection model B. Each 

cell represents the proportion of the adversarial 

examples generated by model A that can be correctly 

recognize by model B. 

As shown in Table 1, the adversarial examples 

generated by the ResNet are more transferable to the 

FasterRcnn and YOLOv3, and the adversarial 

examples generated by the ResNet-101 show the 

strongest transferability; The adversarial examples 

generated by the GoogLeNet have poor transferability 

to the three object detection models, of which the 

transferability to the YOLOv3 is relatively strong; The 

adversarial examples generated by the Incept-v3 are 

more transferable to the YOLOv3, but are less 
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transferable to the FasterRcnn and SDD; The 

adversarial examples generated by the VGG-16 show 

strong transferability to the FasterRcnn and SSD, and 

poor transferability to the YOLOv3. Although the 

adversarial examples generated by different models 

have different transferability to different object 

detection models, they generally show strong 

transferability. 

From the above research, this paper chooses 

ResNet-101, GoogLeNet, Incept-v3, and VGG-16 as 

the basis for the ensemble learning of the adversarial 

attack algorithm proposed in this paper. 

Table 1. The transferability of adversarial examples. 

 ResNet

-18 

ResNet-

50 

ResNet-

101 

ResNet-

152 

GoogLeNet Incept-

v3 

VGG-

16 

FasterRcnn 56% 52% 45% 49% 79% 58% 51% 

SSD 69% 73% 76% 78% 85% 64% 44% 

YOLOv3 65% 62% 56% 60% 76% 51% 77% 

Table 2. The effect of spatial transformation. 

 
 perturbation 

only 

perturbation  

+ translation 

perturbation  

+ rotation 

perturbation  

+ translation + 

rotation 

FasterRcnn 42% 39% 40% 37% 

SSD 41% 38% 38% 35% 

YOLOv3 44%  40% 41% 37% 

Table 3. Comparison of transferable black-box attack algorithms. 

 
Ensemble-

based 

approach 

TI-FGSM TI-MI-FGSM 
Algorithm of 

this paper 

FasterRcnn 42% 40% 38% 37% 

SSD 41% 38% 37% 35% 

YOLOv3 44% 40% 39% 37% 

 

Figure 4. The effect of translation. 

 Effect of spatial transformation: on the basis of 

ensemble learning, in order to further improve the 

transferability of the adversarial examples, this 

paper combines spatial transformation (i.e., the 

combination of adding perturbations and spatial 

transformation to generate strong transferable 

adversarial examples).  

The spatial transformation includes translation and 

rotation. The effect of translation on generating 

adversarial examples is shown in Figure 4. In this 

paper, under the condition of the same perturbation 

and no rotation of the image, 50 translational 

adversarial examples are generated for each pixel in 

the range of {−10, 9,…,0,…, 9, 10}, and then the three 

object detection models are tested.  

 

Figure 5. The effect of rotation. 

In Figure 4, the horizontal axis represents the pixel 

value translated in each dimension, and the vertical 

axis represents the proportion that can be correctly 

recognized by the object detection model. As shown in 

Figure 4, the larger the pixel value of the image 

translation, the lower the accuracy of the model, which 

indicates that the image translation improves the 

transferability of the adversarial examples. Because 

this paper expects to use CNN's translation-invariance 

to significantly reduce the computational overhead, the 

image can only perform small translations: the pixel 

value translated in each dimension of the image does 

not exceed 10 pixels.  

The effect of rotation on generating adversarial 

examples is shown in Figure 5. In this paper, under the 

condition of the same perturbation and no translation 

of the image, 50 rotational adversarial examples are 

randomly generated, and then rotated in the range of 
30  . Each generated adversarial example is tested 

under three object detection models.  

In Figure 5, the horizontal axis represents the angle 

of rotation (positive numbers indicate clockwise 

rotation, negative numbers indicate counter clockwise 

rotation), the vertical axis represents the adversarial 

examples, and a small blue square represents an 

adversarial example that the object detection model 

cannot recognize.  

As shown in Figure 5, the adversarial examples 

generated by only adding the L∞ perturbation may be 

invalid, but the examples will become effective after 

rotating at a certain angle (i.e., the rotation and the 

addition of the L∞ perturbation have an additive effect 

on the generation of the adversarial examples). 

Moreover, the small blue squares (i.e., adversarial 

examples) in the figure show similar distributions. On 

the one hand, it is shown that a larger rotation angle is 

more effective for improving the transferability of the 

adversarial example. On the other hand, it proves that 

the optimization of the rotation angle is a non-convex 

optimization problem. Therefore, this paper uses the 

random sampling method, randomly sampling in the 

range of , and then choose the angle 

that makes the model perform the worst as the rotation 
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angle.  

Table 2 shows the effect of spatial transformation 

on generating adversarial examples. The data in the 

table indicates the proportion of adversarial examples 

that can be correctly recognized by the object detection 

model. 

It can be known from Table 2 that the combination 

of adding perturbation and spatial transformation 

improves the transferability of the adversarial 

examples. 

 Adversarial attack: based on the above research, the 

adversarial attack algorithm proposed in this paper 

chooses ResNet-101, GoogLeNet, Incept-v3, and 

VGG-16 as the basis for the ensemble learning, and 

introduces spatial transformation on the basis of 

adding perturbation. In the algorithm, the image 

translation does not exceed 10 pixels, and the image 

rotation angle is randomly sampled in the range of 

. The final generated adversarial 

examples are shown in Figure 6. The attack 

algorithm in this paper caused a slight distortion of 

the image, but in the real physical world, it is 

acceptable for object detection of driverless cars. 

And the main goal of this paper is to use the 

adversarial examples generated by the attack 

algorithm in this paper to train a strong robust 

object detection model. 

 

Figure 6. Adversarial examples generated by the algorithm 

proposed in this paper. 

Compared with other black-box attack algorithms, 

the adversarial examples generated by the algorithm 

proposed in this paper are more transferable to the 

object detection model, as shown in Table 3.  

The data in Table 3 indicates the proportion of 

adversarial examples that can be correctly recognized 

by the object detection model. 

5.3. Parametric Noise Injection with 

Adversarial Training 

In order to alleviate the threat of adversarial examples, 

this paper combines parametric noise injection with 

adversarial training based on the proposed adversarial 

attack algorithm to improve the robustness of the 

object detection model.  

 The effect of noise injection location: The location 

of the noise injection will significantly affect the 

robustness of the object detection model, so this 

paper compares the effects of noise injection at 

different locations, as shown in Table 4.  

In Table 4, the horizontal axis represents different 

adversarial attack algorithms, and the vertical axis 

represents the object detection model after adversarial 

training with noise injection at different positions (-

input: indicates that noise is injected at the input; -

weight: indicates that noise is injected at the weight; -

activation: indicates that noise is injected at the 

activation; -activation+weight: indicates that noise is 

injected at the activation and the weight). The data in 

Table 4 indicates the proportion of adversarial 

examples that can be correctly recognized by the 

object detection model. As shown in Table 4, noise 

injection on weights is most effective in improving the 

robustness of the object detection model. 

 Robustness test against adversarial attacks: 

compared with vanilla adversarial training and 

training for noise injection on weights, the defense 

method based on this paper will significantly 

improve the robustness of the object detection 

model to adversarial examples, and will not affect 

the accuracy of clean samples, as shown in Table 5. 

The data in Table 5 indicates the proportion of 

adversarial examples that can be correctly recognized 

by the object detection model. As shown in Table 5, 

vanilla adversarial training and training for noise 

injection on weights have poor defensive performance. 

Moreover, training for noise injection on weights will 

reduce the accuracy of clean samples. In contrast, the 

defense method proposed in this paper will further 

improve the robustness of the object detection model 

to adversarial examples without sacrificing the 

accuracy of clean samples 

6. Conclusions 

Considering the use of object detection system of 

driverless cars in the real physical world, this paper 

researches the influence of distance and angle on 

generating adversarial examples, and then proposes a 

black-box adversarial attack algorithm that combines 

L∞ perturbation with spatial transformation 

A large number of experiments have proved that the 

adversarial examples generated by the algorithm 

proposed in this paper have strong transferability and 

can successfully attack different object detection 

models. Then based on the adversarial attack algorithm 

in this paper, the method of noise injection on weights 

with adversarial training successfully improves the 

robustness of the object detection model to the 

adversarial examples, and the accuracy of clean 

samples was not affected. 
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Table 4. The effect of noise injection location (continued Table). 

 Ensemble-based approach TI-FGSM TI-MI-FGSM Algorithm of this paper 

SSD-input 51% 50% 50% 47% 

SSD-weight 55% 53% 52% 50% 

SSD-activation 51% 47% 47% 46% 

SSD-activation+weight 52% 52% 51% 48% 

YOLOv3-input 54% 52% 51% 50% 

YOLOv3-weight 57% 56% 56% 54% 

YOLOv3-activation 52% 51% 51% 50% 

YOLOv3-activation+weight 55% 53% 52% 51% 

Table 5. The defensive performance. 

Model Defense method Clean 

Adversarial attacks 

Ensemble-based 

approach 

TI-MI-FGSM Algorithm of this paper 

FasterRcnn 

Vanilla adversarial  

training 
85% 47% 41% 40% 

Training for noise injection on 
weights 

71% 45% 40% 39% 

Defense method  

in this paper 
85% 58% 56% 54% 

SSD 

Vanilla adversarial training 81% 45% 40% 39% 

Training for noise injection on 
weights 

69% 42% 39% 37% 

Defense method  

in this paper 
80% 55% 52% 50% 

YOLOv3 

Vanilla adversarial training 84% 46% 40% 40% 

Training for noise injection on 

weights 
72% 45% 40% 39% 

Defense method  

in this paper 
83% 57% 56% 54% 
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