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Abstract: Search Engine Optimization (SEO) aims to improve a website's reputation and user experience. Without effective SEO 

strategies, it requires significant investment in paid advertisements. Search Engines (SEs) use algorithms to rank results, 

assessing on-page and off-page factors for relevance. Machine learning techniques have been used to build classifiers for 

estimating page rank. However, no research has compared rank estimation with other languages or analyzed the effects of 

different languages on performance or differences between SEO factors. The study aims to improve rank estimation algorithms 

for Arabic web pages on desktop devices using a new multi-category dataset from Google Search Engine Results Page (SERP). 

The experimental findings suggest that Arabic web pages are more suitable than English ones for training a model to estimate 

the ranking of Arabic web pages. Machine learning models were applied to two datasets. SE scraping was used to collect URLs, 

descriptions, and other data from the Google SE. Data preprocessing steps were taken before using the datasets for rank 

estimation algorithms. Experiments were conducted to assess the implications of using Arabic and English web page datasets. 
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1. Introduction 

These days, Search Engines (SEs) serve as the primary 

information source for users in need of information 

retrieval [4, 29]. SEs improve opportunities to identify 

and access the appropriate websites that employ a 

technique known as Search Engine Optimization (SEO). 

Its goal is to raise the standard and reputation of a certain 

website and encourage a positive user experience [35]. 

A user can receive thousands of visitors and more 

attention with the aid of effective SEO [33]. The main 

solution for presenting the appropriate web pages based 

on the ranking is SEO [2]. SEO has been discovered to 

be more useful and advantageous than any other 

traditional marketing strategy [38]. 

 71.33% of searches on a SE go to a website appearing 

on the first page of organic search results, according to 

Sistrix and Moz statistics, with the second and third 

pages generating 5,59% of all clicks. Not using effective 

SEO strategies to rank high in organic search results will 

require paying a lot of money for paid advertisements for 

particular keywords, but using SEO will save money 

[38]. 

SEO is used to raise a website's position for certain 

search terms by controlling inbound links and web page 

aspects [18]. SEs use the page ranking algorithm to sort 

websites according to their content, structure, and 

popularity [2]. The importance of web page factors and  

 
their effect on Search Engine Result Page (SERP) 

ranking has been the subject of several research papers. 

The bulk of research approaches are centered on looking 

at highly ranked websites, evaluating their attributes, and 

figuring out which criteria are most commonly 

connected with those attributes and have a big effect on 

page ranking [18]. 

Web pages should be built in accordance with search 

algorithms to be found. To assist in maintaining 

websites' top rankings, it’s needed to understand what 

new SE standards are being employed now. Scraping 

SERP will help to look at the pages that can show up in 

the top SERP results to understand how SEs rank web 

pages. Web scraping, or gathering URLs from SERP, 

was a common research methodology. 

Google SE was chosen for this study because, with a 

global market share of 92.48% across all platforms as of 

May 2022, Google leads the SE industry according to 

StatCounter Global Stats [30]. This study's main 

objective is to suggest a ranking algorithm that can 

estimate the Google SERP ranking of web pages for 

Arabic websites via desktop devices, utilizing a newly 

created multi-category dataset from SERPs, concerning 

various categories and types of search phrases. 

Moreover, it will examine the effects of utilizing datasets 

in Arabic and English on enhancing SERP rank 

estimation. The experimental findings of this study will 

demonstrate that when estimating the rank of Arabic web 
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pages, it is preferable to utilize a dataset of Arabic web 

pages rather than English ones for training the SERP 

rank estimator. 

The rest of this paper is organized as follows. Section 

2 provides a scientific background about SEO. Section 3 

reviews the related work on web page ranking estimation 

and SEO. Section 4 presents the experimental setup, 

methodology, and the results of the comparative 

analysis. Section 5 discusses the implications and 

findings of the experiments. Section 6 concludes the 

paper, summarizes the main contributions, and suggests 

some directions for future work. 

2. Background 

In terms of frequency, web browsing is second only to e-

mail. The information that is accessible on the enormous 

internet is identified by a SE [21]. Crawling, indexing, 

sorting, determining relevance, and retrieval are some of 

SEs' most crucial tasks [2]. 

Crawling is the process of visiting websites to scan 

the pages and copy them so that a SE index may be 

created. The crawler also visits the pages that have 

hyperlinks on the page that’s crawled. In the course of its 

work, a crawler gathers keywords, photos, and other 

information that could be included in user queries, and 

then copies the resulting web pages. The crawler 

typically begins its operation from the URL list, visits 

each page, filters the links on each page using content 

analysis, and then deletes redundant URLs after 

downloading each page. Finally, it gathers any new links 

it finds and adds them to the URL list. Pages are kept in 

the index during the crawling process. The SE examines 

the content found on the website, records it all in its 

index, and gives it a sort so it will be displayed 

appropriately on the search results page [5]. 

The user's query is matched by a SE with related web 

pages in the web database using result matching. Their 

result ranking determines the order in which the user will 

see the search results. In a perfect world, the user would 

discover results that are interesting to him on the first 

pages. A sorting algorithm is used by SEs to rank the 

results. SEs analyze the content after the web has been 

crawled to create an index that points to the relevant 

result [21]. The Google pagerank algorithm defines a 

numerical score that assesses how relevant a web page is 

to a given query. Due to the high PageRank score value 

that defines the list of SEPR for matching searches, it is 

significant [1]. 

On-page optimizations primarily refer to the technical 

effort carried out on the website to incorporate target 

keywords in various places [22]. It is a technique for 

making it easier for the SE to understand the website's 

content [3]. The text on a web page, text in meta tags, 

links, images, obvious navigation, page title, use of H 

tags, URL, and HyperText Markup Language (HTML) 

code are all examples of on-page SEO factors, and they 

are all completely within the webmaster's control [18]. 

According to Ziakis and Vlachopoulou [38], on-page 

criteria include the use of an SSL certificate, specific 

keywords, responsive design for mobile devices, and 

website loading time [34]. According to Matosevic et al. 

[18], keywords are search queries made up of one or 

more words used when looking for information on SEs. 

They are crucial to the SEO process. The focus keywords 

for a web page should be included in both on-page and 

off-page SEO strategies, according to some experts.  

On the other hand, off-page SEO aims to manage an 

outside factor that affects the site's ranking 

independently of the website [3]. Off-page optimizations 

are primarily based on the work done on other websites 

[22]. The use of hyperlinks from other websites that have 

been optimized for SEs to the connected pages, the 

quality of incoming links and their relevance to the 

website's specialization, and recommendations from 

social networking sites are all examples of off-page 

factors. Web pages with more links were therefore seen 

to be more significant and ought to show up higher in 

search results [18, 34]. In addition, website design, meta 

tags, and keywords are three elements that affect internal 

website optimization; public domain, social media, and 

linking are three aspects that affect external website 

optimization [34]. 

Machine learning is an interdisciplinary field that uses 

algorithms to enhance the effectiveness of data. It 

involves databases, statistics, and data science. The goal 

is to teach computers how to recognize patterns, identify 

structures, and predict variable values. The two main 

forms of machine learning are supervised and 

unsupervised, depending on whether the data is tagged 

or not [18]. 

3. Related Work 

In several studies, classifiers for estimating a web page's 

rank were built using machine learning techniques, and 

the best combinations of features were discovered by 

applying statistical analysis to the chosen features such 

as Portier et al. [23], Salminen et al. [26], Su et al. [32], 

Arora and Bhalla [4], Manohar and Punithavathani [17]; 

Jayaraman et al. [14], and Matosevic et al. [18]. To 

demonstrate the feasibility of their results and offer 

recommendations, others offered strategies and 

conducted tests utilizing particular techniques such as 

An and Jung [3] and Roslina and Nur Shahirah [25]. 

Other studies looked at the web rankings of academic 

institutions to determine the connection between the 

popularity of academic institutions and the SEO rating 

of their websites such as Halibas et al. [13], Ziakis et al. 

[39], Dalvi and Saraf [7], Schilhan et al. [27], Vállez and 

Ventura [36], Shahzad et al. [28], Özkan et al. [19], and 

Giannakoulopoulos et al. [10]. Others studied tourism 

websites such as Pan [20] and Vyas [37], or news and 

media websites such as Giomelakis et al. [11], 

Karyotakis et al. [16], Giomelakis and Veglis [12], 

Prawira and Rizkiansyah [24], and Dick [8]. 
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The top SEO variables for ranking a web page on the first 

page of SERP were specified by Portier et al. [23] using 

a variety of machine learning techniques. They gathered 

their data by using a series of search queries to scrap the 

Google SE. After scanning the websites of the SERP 

results' URLs, they retrieved the relevant elements. 

Salminen et al. [26] employed a learn-to-rank 

machine learning system to predict where websites will 

appear in Google search results. Their information was 

created by scraping SE and collecting various SEO 

elements from SERP sites. They employed 

hyperparameter random optimization to obtain the ideal 

parameters for the fundamental model. Also, they 

calculated the significance values for the extracted SEO 

variables. They used keywords in Finnish, and the top 10 

results for each search phrase were compiled. To gather 

23 factors from each web page, they developed a Python 

script. 

Drivas et al. [9] proposed a predictive model for 

finding the most efficient combinations of characteristics 

that boost the visibility of organic SE results by 

analyzing the SEO elements that were derived from a set 

of 171 cultural heritage websites using a set of big data 

analytics techniques. 

With a cap of 100 results per SE for each of the 

submitted search queries, Joglekar et al. [15] gathered 

their data by crawling the four SEs: Google, Yahoo, 

Bing, and DuckDuckGo. All of the URLs on the pages 

accessed by their crawler were taken from search results. 

They compiled the textual content of web pages into a 

data dictionary. They built an unsupervised machine 

learning algorithm for ranking web pages based on 

content quality. 

3.1. Extraction of SEO Factors 

Salminen et al. [26] created a Python script to download 

web page HTML, compute a set of factors, and utilize 

desktop software called “netpeak checker” to extract 

additional information from web pages. To create a 

dataset from scratch, Portier et al. [23] combined 

features from two SEO software applications and 

utilized a customized scraper designed for their purposes 

to extract features. “Porter stemmer” was used by 

Matosevic et al. [18] to extract keyword frequencies. 

Drivas et al. [9] used the “google search console API” to 

retrieve information about the size of the study websites, 

used the “checkbot API” to extract a set of 55 technical 

SEO factors related to crawling, speed, and security, and 

used the “similar web API” to retrieve a set of behavioral 

SEO factors for the pages of websites, such as visit 

duration, number of clicks, and bounce rate. Strzelecki 

[31] retrieved data from “google search console” for a 

full 15 months, including information on searches, 

clicks, impressions, locations, devices, and Click 

Through Rate (CTR), using the desktop application 

“clusteric search auditor”. 

3.2. Machine Learning 

Portier et al. [23] classified web pages as either being on 

the first page of SERP (top 10) or not using a binary 

classification technique. They applied four classification 

models. Using metrics based on the confusion matrix, 

measured performance. The top 10 characteristics and 

the least significant five features for each classification 

model were determined using feature weighting. MLP 

neural network was used by Banaei and Honarvar [6] to 

forecast the position of a web page in Google search 

results. With category 1 having the greatest rank and 

category 5 having the lowest rank, they separated the 

rankings of the URLs in their dataset into 5 groups. 

Matosevic et al. [18] entered their data through decision 

trees, naive bayes, k-nearest neighbors (k-NN), Support 

Vector Machine (SVM), and logistic regression, five 

classification methods. They used the hold-out approach 

and 10-fold cross-validation to assess each classifier's 

accuracy. They also used hyperparameter tuning to get 

the best results possible from each classifier. None of the 

earlier studies compared classifiers created using various 

languages. Arabic keywords were not used in any 

research. The content of websites in different languages 

varies and there can be variations in SEO parameters like 

keyword occurrences. 

3.3. Findings and Results 

The average Cross-validation Normalized Discounted 

Cumulative Gain (NDCG) scores for Extreme Gradient 

Boosting (XGBoost) and Light Gradient Boosting 

Machine (LightGBM) by Salminen et al. [26] were 

0.852 and 0.848, respectively. From the weighting of 

features by the SHapley Additive exPlanations (SHAP) 

algorithm, they discovered that more internal links 

increase the rank, but not by a large amount, that mid to 

low response times improve ranking, that long H1 causes 

lower ranking, that a high number of H tags improve 

ranking, and that a low image count increases rank. 

The best factors, according to Portier et al. [23] are 

Alexa rank, the number of backlinks, keyword 

repetition, the total number of words in the content, the 

number of internal links, keyword density, and the 

number of pages indexed by Bing SE. They disregarded 

the use of SSL or a keyword in the domain name as well 

as the fact that a web page serves as the homepage. 

Nevertheless, utilizing Alexa rank was not a good choice 

for them because Amazon has discontinued using it and 

it is seen as a dependent variable. 

4. Methodology and Results 

In this study, machine learning models were applied to 

two datasets, each of which provided new information 

and a basis for an algorithm to estimate SERP rank. 

Using a set of predetermined keywords, a collection of 

web pages was obtained from SE results. Using the on-

page SEO criteria for these web pages as input, datasets 
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will be built. Algorithms for estimating SERP rank can 

be created using machine learning. A significant number 

of web page parameters must be extracted for this 

procedure to be successful and precise. The act of 

collecting URLs, descriptions, and other information 

from SEs is known as SE scraping. The methodology 

employed in this research involves scraping a SE using 

keywords from English and Arabic languages. Once the 

web pages have been obtained, a range of SEO tools will 

be used to extract further information about them. 

Several data preprocessing steps will then be taken 

before utilizing the datasets to create rank estimation 

algorithms and conduct data mining and analysis to 

uncover insights. 

The main goal of this study approach is to assess the 

implications of using datasets from Arabic or English 

web pages to develop rank estimation algorithms for 

labeling Arabic and English web pages. Based on how 

the SE responds to queries used from different 

languages, the research will provide SERP rank 

prediction algorithms for web pages. For the SE-scraped 

web pages, the methodology will extract information 

from on-page SEO factors. Figure 1 summarizes the 

process of research. 

 

Figure 1. Process of data extraction and preparation.  

4.1. Selection of Search Keywords and 

Scraping SERP 

In order for machine learning to construct efficient 

classifiers, it is crucial to have a variety of keywords, 

whether the Arabic or English web pages. An example 

subset of the keywords used in this study is shown in 

Table 1. The search query that will be submitted to the 

SE is listed in the “keyword” column, and the “search 

volume” column lists the number of times per month that 

a keyword is submitted to the google seglobally. the 

“keyword ideas” tool in the “google ads” web system can 

be used to determine search volume. 

Table 1. Sample subset of keywords dataset. 

Keyword Search volume (global) Language 

 Arabic 49,500 قصص اطفال

 Arabic 880 تعريف المحاسبة

 Arabic 70 يوم الزراعة العربي

 Arabic 140 أنواع التجارة الإلكترونية

 Arabic 880 وحدة قياس الطاقة

 Arabic 1000 البيئة والانسان

 Arabic 100 الصحة للاطفال

 10K – 100K Arabic ريادة الأعمال

tax return 246,000 English 

what is agriculture 90,500 English 

car manufacturers 74,000 English 

travel news 74,000 English 

ecommerce website templates 12,100 English 

fashion store 60,500 English 

gifts for men 823,000 English 

best antivirus 60,500 English 

Two keyword datasets, one with 100 English 

keywords and the other with 100 Arabic keywords, were 

chosen. Both datasets had unique keywords, with the 

Arabic dataset having 12 categories of Arabic subjects 

and the English dataset having keywords chosen from 16 

different categories. To choose keywords, the website 

keywordtool.io was used. The chosen keywords had a 

variety in popularity and importance as demonstrated by 

the average monthly search volumes, which ranged from 

hundreds to thousands and millions. 

To submit each keyword to the SE and obtain results, 

apify.com's automatic Google Search Results Scraper 

tool was used. The input settings were set to 3 maximum 

pages per search phrase, 10 results per Google page, and 

desktop results, with country US and language as 

default. The chart of SE scraping on apify is shown in 

Figure 2. Results were exported as a Comma-Separated 

Values (CSV) file for additional data preparation 

techniques, the most essential data columns were: 

“position” which is the order of some URL in the SERP 

(its values are from 1 to 30), “search result page” which 

is the page number of SERP that URL appeared in (its 

values are from 1 to 3), “type of result” which specify if 

result record is organic or paid, “search keyword” which 

is the submitted search term to SE, and “URL” which is 

the address of the web page that appeared in SERP. 
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Figure 2. Chart and stats of google search scraper. 

Duplicate results are wrong and shouldn't be shown 

because Google never returns the same Link twice on the 

same result page for a single query. A collection of 

duplicate URLs for the same search query was found and 

eliminated from the apify scraper's output data. Both 

paid and organic search results were included in the 

output data, however, data shouldn't include the 

sponsored results because their positions in SERP don't 

adhere to the SE ranking methodology. Moreover, 

entries with a missing search phrase or URL data were 

removed. To get rid of duplicates, paid results, and 

missing numbers, a procedure using the RapidMiner 

program was created (Figure 3). 

After making use of the process in Figure 3 for each 

of the two datasets, the number of instances that were 

produced was as follows: The Arabic dataset included 

2621 examples, and the English dataset had 2596 

examples. The variance in the number of examples was 

caused by the different percentages of duplicates, 

missing values, and sponsored URLs in the two datasets. 

 

Figure 3. Process by RapidMiner to eliminate duplicates, missings, 

and paid results. 

4.2. SEO Feature Extraction 

To implement SERP rank estimation based on 

classification, classifiers must be trained using a dataset 

of SEO factors for a set of web pages. On-page factors 

require distinct methods to be extracted. To collect on-

page factors, websites can be crawled, and their HTML 

content can be parsed. Many internet SEO tools can do 

this, for example, semrush.com or ahrefs.com. 

The tool chosen in this research was ScreamingFrog, 

a desktop program, from among the SEO factor 

extraction tools that were researched online. 

ScreamingFrog was chosen because it can process 500 

URLs for free in each run, runs can be repeated 

indefinitely, it is a quick and accurate tool, and it can 

extract numerous on-page features with the option to 

export the output as a CSV file. A screenshot of an 

output dataset is shown in Figure 4 which is the result of 

execution of the crawl operation. 

 

Figure 4. A sample screamingfrog crawl operation run. 

There were more than 70 attributes in the output 

dataset from ScreamingFrog, however not all of them 

will be used since some of them have text values such as 

title or description, are unique such as crawling time, 

have only one value such as HTTP version 1.1, and are 

identities such as Hash. 

4.3. Preparing Data 

To create a single dataset with all attributes collected 

from both ScreamingFrog and apify, the output datasets 

from both tools should be combined. For each of the 

two datasets (English and Arabic), a RapidMiner process 

was developed to connect the results from apify and 

ScreamingFrog (SERP output and SEO extracted 

attributes). Figure 5 demonstrates the sequence of the 

RapidMiner process, which includes an operator to 

remove any duplicate URLs in the output of 

ScreamingFrog because they will have the same 

features. However, it’s not correct to remove duplicate 

URLs in apify data because the same URL may appear 

in search results for numerous search keywords. The 

URL parameter was used as the join's key attribute since 

it is the common key value between the apify and 

ScreamingFrog datasets in Figure 5’s join operator, 
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which performs a left join with the apify dataset on the 

left. Through this process, datasets are ready for the 

subsequent data preprocessing, analysis, and 

classification. 

 
Figure 5. Apify and screamingfrog output data combined in the 

rapidminer process. 

A RapidMiner sub-process was developed and used 

on each of the two input datasets (Arabic and English) to 

get the data ready for classification. The sequential 

operators used in pre-processing are depicted in Figure 

6. Table 2 lists details of the process steps. 

Table 2. Steps of data preparation sub-process. 

Step # Step name Step description 

1 Set role For performing learning and testing the 

classification model, the operator “set role” will 
select the “search result page” property as the 

class label. 

2 Remove 
redundant 

variables 

Eliminating unnecessary variables that won't be 
used during any pre-processing or classification 

phases (Shown in the left list of Figure 7). 

3 Generate 
attributes 

Create new attributes for data analysis relating to 
the use of search keywords in titles, meta 

descriptions, and meta keywords (Figure 8 shows 

the derived values). 

4 Remove paid Remove the URL records from the sponsored 

search results as they are not organic results. 

5 Select target 

attributes 

Decide which features should be candidates for 

classification. (Shown in the right list of Figure 9). 

6 Type change of 

status code 

Change the “status code” property from numerical 

to poly-nominal because its numeric values are 

codes and not numerals for calculations (e.g., 
values are: 200, 302, 403). 

7 Type change of 

search page 

Because it is a requirement of the classification 

model, change the attribute “search result page” 
from numeric to poly-nominal (Its values are: 1, 2, 

and 3). 

 

Figure 6. RapidMiner sub-process for data pre-processing. 

 

Figure 7. The eliminated unnecessary features. 

 

Figure 8. Derived features for keyword reccurances. 

 

Figure 9. The features chosen for classification. 
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Table 3. Accuracy of all deployed classifiers. 

Dataset Decision tree K-NN Naïve Bayes Gradient 

boosted trees 

XGBoost Random 

forest 

Deep learning W-logistic 

regression 

English  71.2% 34% 38.79% 77.58% 72.96% 69.69% 41.37% 70.8% 

Arabic 57% 37.1% 41.2% 58.5% 60% 58.68% 37.7% 54.18% 

4.4. Classification and Results 

In this research, four sets of experimental comparisons 

were applied between Arabic and English datasets. The 

first investigated the performance of different classifiers, 

the second exchanged training and testing datasets 

between Arabic and English, and the third and fourth 

were applied using binary classification. Eight machine 

learning models (decision tree, k-NN, naïve bayes, 

gradient boosted trees, XGBoost, random forest, deep 

learning, and W-logistic regression) were built using the 

training dataset, the Rapidminer default parameter 

configuration for each classifier was used. Each 

classifier was tested particularly to record its accuracy 

and compare it with other classifiers. The classification 

accuracy was the evaluation measure. The same training 

and testing datasets were used with all classifiers. 

The first experiment utilized a comparison between 

the two datasets (English and Arabic). For each dataset, 

a RapidMiner process was developed, going through 

pre-processing, classification, and 10-fold cross-

validation, and repeating this procedure with eight 

classifiers for each dataset (16 tests). The outcomes of 

this procedure are listed in Table 3, with the best 

accuracy value for each dataset using cross-validation 

being highlighted. By this comparison, similarity was 

regarded where each dataset was created from 100 

search terms and passed through the same pre-

processing using the same variables and the class label 

“search result page.” The same classification was also 

utilized, with the same parameter values being specified. 

In the second set of experiments, the classifier was 

trained and tested using English and Arabic datasets 

reciprocally. Testing data would be chosen from a 

different dataset than the dataset that was used for 

training. Given that the XGBoost classifier achieved the 

maximum classification accuracy with the Arabic 

dataset, it will be used. The comparison was conducted 

by utilizing split validation, local random seed, and 

stratified sampling. The four tests that were run are listed 

in Table 4. Both Arabic and English datasets were 

divided in the first and second tests into training and 

testing portions, respectively, of 70% and 30%. Due to 

the different training and testing datasets, the full 

datasets were used in the third and fourth experiments. 

The sub-process used to train and test the classifier using 

data from the same dataset is illustrated in Figure 10 

including split validation (same language). But when the 

classifier is trained and tested using data from the two 

datasets (Arabic and English) the split validation sub-

process is different Figure 11. 

 

Figure 10. RapidMiner's split-validation subprocess (training and 

testing data from the same language). 

 

Figure 11. RapidMiner's split-validation subprocess (training and 

testing data from different languages) 

Table 4. Accuracy of English and Arabic classification (class label: 
page number). 

Experiment Training data Testing data Accuracy 
1 Arabic Arabic 58.52% 
2 English English 73.68% 
3 Arabic English 41.76% 
4 English Arabic 49.56% 

The third comparison employed binary classification. 

The two values “top10” and “not top10” were present on 

the newly utilized class label. Each of the classifiers 

described in Table 5 underwent 10-fold cross-validation 

as part of this series of tests. 
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Table 5. Performance of binary classification in terms of accuracy. 

Dataset Decision tree K-NN Naïve Bayes 
Gradient 

boosted trees 
XGBoost Random forest Deep learning 

W-logistic 

regression 

English  70.88% 59.75% 65% 86.56% 86.1% 68.57% 67.99% 70.88% 

Arabic 85.31% 62.11% 63.42% 85.54% 86.53% 86.15% 69.52% 85.31% 

 

The final comparison between Arabic and English 

datasets used binary classification with the label 

“top10,” split validation with stratified sampling, and 

local random seed. Classification using XGBoost was 

used because it produced the highest accuracy rate with 

the Arabic dataset. Table 6 provides a list of performance 

outcomes. 

Table 6. Performance of binary classification on Arabic and English 

datasets 

Experiment Training data Testing data Accuracy 
1 Arabic Arabic 85.01% 
2 English English 85.11% 
3 Arabic English 58.24% 
4 English Arabic 79.55% 

5. Discussion and Analysis 

The need for a unique SERP rank estimation classifier 

for each language is investigated in this study. This 

section will describe the series of comparisons that were 

mentioned earlier by presenting findings and discussing 

outcomes. These comparisons' main objectives were: 

 Find the most effective classifier for estimating the 

rank of Arabic and English web pages on Google 

SERP. 

 Obtain proof for the need to create a specific classifier 

for English and Arabic SERP rank estimation to get 

better performance. 

By creating datasets for training the classifier of SERP 

rank estimation, the first set of comparison experiments 

mentioned in the previous section attempted to identify 

the top classifiers for ranking English and Arabic web 

pages. It also sought to determine whether it was 

necessary to create a separate classifier specifically for 

Arabic web pages in addition to the one for English. 

According to the accuracy rates obtained from the initial 

performance comparison and presented in Table 3, it can 

be concluded that in contrast to the English dataset, 

which was classified with the highest accuracy by 

gradient boosted trees (Figure 12), XGBoost had the 

highest accuracy rate for the Arabic dataset, making it 

the best classifier (Figure 13). This indicates that Arabic 

websites have different characteristics than English 

websites. This supports the theory that Arabic websites 

differ from English websites in terms of their 

characteristics and how SEs rank them, leading to the 

development of a custom classifier specifically for 

Arabic websites to estimate ranks. 

 

Figure 12. Performance of classifiers with English dataset. 

 

Figure 13. Performance of classifiers with Arabic dataset. 

The objective of the second set of comparison tests 

was to determine whether a classifier developed using a 

dataset of English web pages could successfully classify 

Arabic web pages. The performance scores shown in 

Table 4 reveal two conclusions: 

1. When using Arabic web pages in testing two 

classifiers, one trained on a dataset of Arabic web 

pages and the other on a dataset of English web pages, 

it was found that the classifier that was trained on the 

dataset of Arabic web pages performed better. This 

was demonstrated in Figure 14, which shows the 

results of tests 1 and 4, where the classifier trained on 

a dataset of Arabic web pages showed an 

improvement in accuracy of more than 10% over the 

classifier trained on a dataset of English web pages. 

The difference in accuracy rate is thought to be 

sufficient to support the claim that it is preferable to 

employ a classifier specifically designed for 

classifying Arabic websites rather than one that was 

trained on a dataset of English websites. 

2. When the classifier is trained with a dataset of English 

web pages, the rank estimation of English websites 

will also be improved. This was examined by 
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obtaining a performance boost of more than 30% 

when classifying English web pages using a classifier 

trained on English web pages rather than Arabic web 

pages (tests 2 and 3 in Figure 14). 
 

So, all of Table 4's findings support the idea that to 

improve performance and increase estimation accuracy, 

the SERP rank estimation classifier of web pages should 

be dedicated to a single language. For each language, a 

unique classifier should be created. 

 

Figure 14. Performance of classification with datasets in Arabic and 

English. 

In the third set of comparison tests, the binary 

classification method used by Portier et al. [14] for rank 

estimation was replicated. Nevertheless, as they are 

regarded as dependent variables, the bing index and 

Alexa rank were not utilized in these tests, and Alexa is 

no longer running. The following conclusions can be 

drawn from the outcomes of these tests, which are 

revealed in Table 5: 

1. Binary classification has some higher accuracy rates. 

It may be difficult for the multi-class classifier to 

distinguish between websites on the second and third 

pages of SERP due to the smaller number of classes 

used with binary classification or the high degree of 

similarity between web pages on the second and third 

pages of SE results. 

2. A similar result had been reached for the Arabic 

dataset which had XGBoost as the best classifier, 

unlike the English dataset which had Gradient 

Boosted Trees as the best classifier. This conclusion 

demonstrates the need for an additional classification 

model for Arabic websites that is separate from the 

one being developed for English websites. 

3. By using binary classification with XGBoost, a 

performance boost of more than 25% was obtained 

with the Arabic dataset (Figure 15), indicating that the 

Arabic web pages listed on the second and third pages 

of the Google SE results are similar to one another and 

differ from the web pages listed on the first page 

(websites on the second and third pages were binary 

classified as belonging to the same class, “non-

top10”). On the other hand, the English dataset 

achieved better performance with binary 

classification, but with less performance boost 

(Figure 16). 

 

Figure 15. Performance of multi-class classification against binary 

classification for the Arabic dataset. 

 

Figure 16. Performance of multi-class classification against binary 

classification for the English dataset. 

The fourth set of comparison tests used binary 

classification and was comparable to the second set of 

comparison tests. These tests aimed to validate the 

results of the second comparison. The results shown in 

Table 6 allow us to draw the following conclusions: 

1. Using Arabic and English training datasets, there was 

a 6% performance difference in classifying Arabic 

web pages (tests 1 and 4 in Figure 17). The same 

thing, but with a difference of over 25%, for the 

difference between tests 2 and 3. This supports 

Table's findings, which state that it is essential to 

estimate the SERP ranking of a web page using a 

classifier that’s trained with web pages in the same 

language. 

2. Experiments 1 and 3 in Figure 17 show that the 

performance of a classifier trained on the Arabic 

dataset decreased by more than 25% when the testing 

dataset was changed from Arabic to English, whereas 

experiments 2 and 4 show that the performance of a 

classifier trained on the English dataset decreased by 

about 6% when the testing dataset was changed from 

English to Arabic. This indicates that, in terms of SEO 

considerations, English-language websites are more 

informational than Arabic-language websites. This 
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might prompt experimentation with a hybrid 

classification model in the future, either in the 

classification model stages or in the training dataset. 

 

Figure 17. Binary classification performance of Arabic and English 

datasets. 

6. Conclusions 

Web pages with high SE rankings are typically more 

visible to users. For webmasters, increasing the ranking 

has taken precedence over all other considerations. In an 

effort to increase customer visits, SEO has grown into a 

sizable industry. A website can be made SEO-friendly 

by measuring its rank and optimizing it, this can help SEs 

become more capable of finding the needed information 

and websites will become more consistent. Combining 

machine learning and SEO can improve e-business 

performance and give management access to a different 

tool for making decisions. 

Building classification models using datasets of 

characteristics extracted from the web pages that appear 

on SERP after scraping SERP with a set of search 

keywords is a good way to understand how SE ranking 

work. Therefore, the nature of training datasets will have 

an impact on how well the SERP rank estimation 

algorithm performs. Based on that, this research 

proposed an improved SERP rank estimation 

methodology through a dedicated dataset to train 

classifiers for Arabic and English web pages. 

As a result, the methodology used in this study 

involved submitting Arabic and English keywords to the 

SE to scrap SERPs, crawl the resulting web pages, and 

then extract SEO factors to create training datasets. A 

collection of machine learning models was created to 

find the best model after applying data pre-processing 

tasks. A comparative approach was used to compare the 

performance of classifiers when training them using web 

pages of the same or different language about the testing 

dataset. To replicate the experiment of prior studies, a 

binary and multiple-class classification was used. 

Results show that a good enhancement occurred in 

classification performance when using Arabic web pages 

rather than English web pages for estimating the rank of 

Arabic web pages, and vice versa for English web pages. 

The classifier trained on a dataset of Arabic web pages 

showed an improvement in accuracy of more than 10% 

over the classifier trained on a dataset of English web 

pages. This can support the hypothesis that the SERP 

rank estimation classifier of web pages should be 

dedicated to a single language to improve performance 

and increase estimation accuracy. So, for each language, 

a unique classifier should be created. By comparing 8 

machine learning algorithms, the English dataset 

generated the highest accuracy of classification by 

gradient boosted trees which was 77.58% with multi-

class classification and 86.56% with the binary 

classification, while XGBoost had the highest accuracy 

rate for the Arabic dataset with 60% by multi-class 

classification and 86.53% with the binary classification.  

This research contributes to the field of web 

engineering and SEO by proposing an improved SERP 

rank estimation methodology that considers the language 

of the web pages. In future works, it will be beneficial to 

extract off-page SEO factors to increase the robustness 

of classifiers and boost performance. This will help to 

improve classification accuracy. Additionally, it will be 

preferable to use more search terms in order to have a 

larger training dataset and find classifiers that are more 

thorough and capable of ranking web pages from all 

anticipated categories or contents. Also, using the hyper-

parameter configuration can improve the classifier's 

ability to give better performance. In our next 

experiments, we are going to use data mining techniques 

such as association rules or clustering to discover the 

best SEO practices for Arabic and English web pages. 
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