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Abstract: Component-Based Software Engineering (CBSE) is gaining popularity in software development due to time and cost 

limitations. As software applications have become integral to people’s lives, developing high-quality and user-friendly 

applications within a reasonable timeframe and budget has become increasingly challenging. Software development firms 

frequently use Commercial-Off-The-Shelf (COTS) components to address this challenge and reduce development costs and time. 

However, selecting appropriate components that meet customer requirements and integrate seamlessly with the target system is 

a complex task requiring considering the entire software system’s quality. This study investigates the critical factors that software 

industry practitioners and experts must consider when selecting software components. First, the author asked practitioners to 

identify the most important quality criteria for an online bookstore from a list using subjective judgment and evaluation grades. 

Then, the study employed the Evidential Reasoning (ER) approach to tackle the multi-level evaluations and information 

uncertainty associated with software component selection issues. The ER approach’s primary features, such as weight 

normalization, probability assessment, uncertainty management, and utility intervals, offer several benefits for COTS selection 

problems, including cost and time reduction, improved software reliability, effectiveness, and efficiency. This study assessed the 

quality criteria for an online bookstore using the ER approach and provided analysis results based on the approach's 

computational steps. Finally, the study ranked the four components according to their weights, evaluation grades, and belief 

degrees for selection. 
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1. Introduction 

In recent years, software-developing organizations have 

relied more on reusing software components from 

Commercial-Off-The-Shelf (COTS), in-house 

developed components, and open-source components 

due to software applications’ tremendous spread and 

use. Reusability increases the reliability of the reused 

components, reduces process risk, and ultimately lowers 

development and maintenance costs, as well as the time 

and effort required to build software to reach the market 

within the expected time [29, 78]. Component-Based 

Software Engineering (CBSE) is an approach to 

complex software development that relies on reusing 

existing software components from different 

environments to provide the functional and non-

functional requirements of the targeted system [16]. 

However, selecting software components that fulfill the 

end user's needs is challenging because the components’ 

quality criteria must be considered, which increases the 

difficulty of selecting the proper components for 

integration. When the available number of components 

that comply with the functional and non-functional 

requirements in the repository is large, the selection 

process will be complex, which might conflict with the  

 

reuse objectives, such as minimizing price and 

maximizing quality. Developers face many challenges 

when selecting the right components, such as Multi-

Criteria Decision Making (MCDM) or multi-objective 

optimization [29]. Optimizing software requirements 

and development costs are essential for component 

selection [16, 40]. Evaluating COTS when selecting 

them, especially in a complex system, is complicated 

due to the lack of information, uncertainty, evolving 

COTS, and changing requirements [13, 17]. Thus, 

systems developed using existing COTS should 

consider all stages of software development, such as 

requirement analysis, software design, integration, and 

maintenance [58]. Many researchers have conducted 

research studies to address these challenges to solve the 

component selection problem. To handle incomplete or 

uncertain information, these studies used decision-

making and integrated Artificial Intelligence (AI) 

techniques, such as Analytic Hierarchy Process (AHP), 

ANP, Coefficient of Variation (CV), Preference 

Ranking Organization Method for Enrichment 

Evaluation (PROMETHEE), and clustering-based 

techniques. However, these techniques have many 

shortages, such as the number of software requirements, 



212                                                             The International Arab Journal of Information Technology, Vol. 21, No. 2, March 2024      

the kind of software requirements, uncertain 

information, and many more problems. Therefore, 

making the selection decision crucial requires further 

investigation. The contribution of this study is to deploy 

a method for selecting software components that fit the 

user's needs in terms of use and quality. This study 

utilized the Evidential Reasoning (ER) approach to 

achieve this aim. ER is a MCDM approach that analyzes 

problems under uncertainty or incomplete information 

by representing them in a multi-level or multi-criteria 

evaluation decision matrix [18]. The ER approach is 

developed based on Dempster-Shafer’s (D-S) theory of 

evidence to deal with uncertainties such as missing or 

incomplete information using a belief structure [71]. 

The hierarchy contains sets of criteria distributed on 

different levels. Each criterion is evaluated using a set 

of evaluation grades with varying degrees of belief. The 

ER approach has more features than other techniques 

that optimize decisions regarding component selection 

problems. To illustrate the ER approach, an online 

bookstore software system containing four components 

with the same quality criteria and different belief 

degrees, evaluation grades, and weights was assessed. 

The study provides the complete assessment process 

steps, implementation, and final decision results. This 

paper uses the ER approach to select software 

components that fit the user’s needs in terms of use and 

quality. The paper’s structure includes the research 

method in section 2, a background of related work in 

section 3, a description of the software component 

selection problem in section 4, the methodology of the 

ER approach in section 5, the case study in section 6, the 

results in section 7, a discussion of the results and 

research questions in section 8, limitations and 

challenges in section 9, and finally, the conclusion in 

section 10. 

2. Research Method 

In this study, the author followed the guidelines 

proposed by Kitchenham et al. [34], which involve three 

stages. The first stage involves developing a research 

strategy and framework for the review. The second 

stage involves conducting the review, which includes 

searching for relevant papers, selecting them, extracting 

data from them, and synthesizing them. In the final 

stage, the researchers report their findings and 

determine how to disseminate the review to the public. 

Thus, the current paper was developed based on these 

guidelines. 

2.1. Review Planning  

The main aim of this review is to offer a summary of the 

domain and examine the various components of the 

approach, including artifacts, search criteria, 

representation of artifacts, evaluation techniques, and 

outcomes utilized in the experimental process. 

2.2. Research Questions 

The review of this study aims to answer the research 

questions presented in Table 1. These questions cover 

all aspects of software component selection and 

selection methods/techniques. 

Table 1. Research questions (RQs). 

RQ# Question 

RQ1 What are the most important criteria for COTS selection? 

RQ2 Does the ER approach assess criteria and sub-criteria of software 
components? 

RQ3 What are the constraints of other selection methods? 

RQ4 Do current selection methods deal with large-size components 
and incomplete information? 

RQ5 Does ER approach cost and time-effective? 

2.3. Search Strategy  

The search terms in the search strategy are derived from 

the study research questions and the related studies. 

Figure 1 shows the search strategy terms. 

 
Figure 1. Search strategy terms. 

2.4. Selection Criteria Related Studies 

A set of inclusion and exclusion criteria was established 

and presented in Table 2 to identify relevant studies 

from various sources. The selection process began by 

using search terms from primary sources and search 

engines to narrow the search. The final decision for 

selection was based on reading the title and abstract. 

Primary sources and search engines were chosen based 

on their impact on publishing software engineering 

publications, including IEEE Xplore, Wiley Online 

Library, ACM digital library, Springer, Science Direct, 

Elsevier, and Web of Science. Figure 2 illustrates the 

number of studies on software component selection for 

1999-2022. 

 

Figure 2. Number of published papers in the area of software 

component selection. 
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Table 2. Inclusion and exclusion criteria. 

Inclusion criteria Exclusion criteria 

All papers that use software component 
selection methods/techniques.  

Out of Scope papers. 

Multicriteria decision-making methods. Papers were not written in English. 

 Abstracts, technical reports, thesis, 
symposiums, books, and patents. 

3. Background 

3.1. Component Selection Methods/Approaches 

In CBSE, selecting software components is critical to 

developing high-quality, cost-effective, and efficient 

software systems [54]. The selection process involves 

several activities, such as qualification, adaptation, and 

composition, to ensure functional and non-functional 

requirements are met [30]. However, selecting 

components can be challenging due to using Specialized 

Sourcing Engines (SSE) or component repositories [3]. 

As a result, researchers have proposed various selection 

methods and techniques to solve such problems. Kontio 

[35] presented techniques to bridge the gap between 

actual requirements and decision-making, as Off-The-

Shelf Option (OTSO) and Procurement-Oriented 

Requirements Engineering (PORE) cannot handle 

incomplete information and criteria weighting. Kunda 

and Brooks [38] introduced the Social-Technical 

Approach to COTS Evaluation (STACE) approach to 

COTS evaluation, which considers non-technical 

factors such as business issues and reliability. Grau et 

al. [20] developed Description, evaluation, and 

selection of COTS components (DesCOTS) software 

that integrates various software component selection 

and evaluation tools. Maxville et al. [43] used AI 

techniques, including C4.5 and neural network 

classifiers, to automate component assessment for 

selection and evaluation, increasing the accuracy level. 

Also, Gilke et al. [19] proposed an AI decision support 

system based on a fuzzy logic tool (FLT) to select the 

appropriate alternative when inputs are qualitative.  

Carvallo et al. [8] extended the International 

Organization for Standardization/International 

Electronical Commission (ISO/IEC) 9126-1 catalog for 

managing software requirements during COTS 

selection. Bhuta et al. [5] proposed an attribute-driven 

framework for COTS and connector selection based on 

interoperability and glue code. Haghpanah et al. [23] 

used genetic and greedy algorithms to reduce selection 

costs and time. Gashi and Popov [17] applied Bayesian 

assessment methods to select COTS based on 

probability distributions. Neubauer and Stummer [50] 

introduced a multi-objective approach to address 

challenges in COTS selection. Cortellessa et al. [10] 

proposed a framework for COTS selection in the 

requirement phase based on the Decision support for 

component-based software (DEER) optimization tool. 

Vijayalakshmi et al. [68] proposed an automated 

approach for component selection using a Genetic 

Algorithm (GA) that considers functional and non-

functional requirements. Neubauer et al. [49] proposed 

a two-phase decision support for selecting COTS. The 

first phase determines the feasible set of COTS 

alternatives that satisfy set of constraints, then identify 

the pareto-efficient solution from this set based on the 

decision objectives. The second phase provide the 

decision makers with a mechanism to explore the 

solutions determined in phase 1. Finally, decision 

makers can investigate the different scenarios to find the 

appropriate set of components that meet their objectives.   

Jadhav and Sonar [26] compared the AHP, Weighted 

Scoring Method (WSM), and Hybrid Knowledge Based 

System (HKBS) approaches for component selection, 

with HKBS outperforming AHP and WSM regarding 

efficiency, flexibility, knowledge reuse, and 

consistency. Şerban et al. [60] proposed a new 

algorithm based on metrics and fuzzy clustering for 

component selection, while Kwong et al. [39] utilized a 

GA to select the optimal software component for small 

and medium-sized enterprises. Mancilla et al. [42] 

combined COSTUME and Azimut+ to classify software 

components based on their non-functional requirements 

for selection. However, the efficiency of this technique 

was not proven. Ibrahim et al. [24] proposed the 

Uncertainty Handling in COTS Selection (UnHOS) 

approach, which uses AHP and Bayesian Belief 

Network (BBN) for selecting and evaluating COTS. Jha 

et al. [27] proposed a fuzzy multi-objective approach for 

selecting software components to build a reliable and 

efficient software system. Rafsanjani and Rakhshan 

[55] proposed an approach based on the 0/1 Knapsack 

algorithm to reduce development costs and increase 

cohesion between component.  

Pande et al. [53] proposed an integer programming-

based method to maximize liability for selecting 

software components. However, this method was 

limited by not considering all quality attributes and their 

weights. Tomar and Gill [65] proposed an algorithm for 

component selection using best-fit and first-fit 

strategies, but it had shortcomings in terms of cost and 

time. Shakeel Faridi et al. [62] proposed an Idealized 

Recommendation Off-The-Shelf (IROTS) approach 

based on the ISO/IEC 25010 model, but the method did 

not consider the weights of the requirements. Mittal and 

Bhatia [46] proposed a framework for selecting and 

evaluating components based on reusability using AHP. 

However, the process may be expensive and time-

consuming for many criteria. Faundes et al. [13] 

proposed a fuzzy decision-making system for 

comparing and evaluating COTS and their impact on IT 

organization. Kaur and Singh [32] proposed 

PROMETHEE as a method for component evaluation 

and selection, which considered some quality attributes 

but did not account for uncertain information. Nazir et 

al. [47] proposed an Analytic Network Process (ANP) 

for component selection based on several criteria; this 

method’s features were insufficient for providing a 

strong decision. Khan et al. [33] proposed CBSE for 
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software reusability, which considers reducing 

development costs and time. Kaur and Tomar [29] 

proposed a MOO model using pre-emptive goal 

programming for software component selection. 

However, the technique does not provide accurate 

results for many components. Konys [36] proposed 

using Ontology Web Language (OWL) and information 

tools ontology to enhance the component selection 

process. However, this approach was criticized for its 

high cost and complexity. Kaur and Tomar [31] 

presented fuzzy clustering-based algorithms for 

component selection. This method has limitations in 

identifying the number of clusters in advance and 

selecting the correct distance cluster. Sekar and 

Sethuraman [59] proposed a method for component 

selection based on fuzzy ranking and rough sets, while 

Tian et al. [63] proposed a method for component 

selection based on clustering and information entropy 

weighting. Gupta et al. [21] suggested a MOO model 

utilizing Data Envelopment Analysis (DEA); the model 

was constrained in handling information uncertainty, 

which led to increased execution time and reduced 

reliability. Similarly, Farshidi et al. [12] presented a 

Decision Support System (DSS) based on Moscow and 

quality models like ISO/IEC 25010 and ISO/IEC 9126 

for software component selection; the approach was 

limited to a specific type, and the number of 

requirements. Verma et al. [67] proposed a nonlinear 

MOO model that used a Technique for Order Preference 

by Similarity to the Ideal Solution (TOPSIS) for 

software component selection; the method did not 

consider the priorities of the chosen components, 

leading to conflicting requirements. Kaur and Tomar 

[30] presented a four-tier architecture using clustering 

for component selection; the approach required 

evaluating only one component per cluster, causing 

longer evaluation time for many components. Nazir et 

al. [48] proposed a fuzzy logic model to evaluate the 

security of COTS based on ISO/IEC 18028-2; this 

approach has limitations in dealing with other 

requirements and large-size components. Rodas-Silva et 

al. [56] developed Recommender System that suggests 

implementation of components from selected features 

(RESDEC), a prototype component-based 

recommender system that selects suitable components 

based on specific features but does not address 

information uncertainty and requirement priorities. 

Padhy et al. [52] proposed a reusability matrix-based 

approach to identify reusable software components, 

whereas Gusev et al. [22] used an artificial bee colony 

algorithm for functional requirement-based component 

selection. However, the latter approach does not address 

information uncertainty. Garg [15] proposed a Fuzzy set 

theory and Modified Distance-Based Approach 

(FMDBA) for component selection, but it has 

limitations in handling large-sized components. 

Mehlawat et al. [44] developed a multi-period multi-

objective optimization framework constrained to 

specific component types and parameters for software 

component selection, evaluation, and integration. 

Chatzipetrou et al. [9] identified critical factors for 

practitioners in selecting appropriate components using 

descriptive surveys and analysis techniques. Bibi et al. 

[6] proposed a hybrid approach that combines natural 

language processing techniques and domain knowledge 

for component inquiry based on specific criteria. 

Jabbarpour et al. [25] proposed an AI-based framework 

for component selection, but it faced issues in utilizing 

AI techniques due to political, social, and financial 

concerns. Kalantari et al. [28] optimized software 

component selection using Fuzzy-Intra Coupling 

Density (Fuzzy-ICD) and functionality as objective 

functions while considering budget, delivery time, and 

reliability as constraints. However, their approach does 

not address information uncertainty and requirement 

priorities. Banga and Bhatia [4] integrated a short-term 

memory approach with neural network mechanisms to 

optimize component selection but faced difficulties in 

dealing with uncertain information and subjective 

judgments. Mehta et al. [45] used the Fuzzy Analytic 

Hierarchy Process (FAHP) to calculate criteria weights 

and Complex Proportional Assessment of alternatives 

with grey Relations (COPRAS-G) for software 

component ranking and selection. Table 3 compares the 

ER approach and other approaches used for software 

component selection. 

3.2. The Evidential Reasoning (ER) Approach 

The approach of CBSE is centered around integrating 

various components to build a software system that 

satisfies the requirements of software stakeholders. 

However, selecting the appropriate components to meet 

stakeholder needs is a complex task that depends on 

several criteria. The ER approach is a promising method 

for dealing with uncertain assessments and decision-

making in this context [41]. This study utilizes the ER 

approach for selecting and weighing criteria to rank and 

select the appropriate component. ER is MCDM method 

that uses a multi-level assessment hierarchy and an 

extended decision matrix with a belief structure to 

assess software components. This approach has been 

used in different research studies to solve various 

problems. For example, Zhang and Deng [77] and Dong 

et al. [11] applied the ER approach to analyze fault 

diagnosis issues in an uncertain environment. Akhoundi 

and Nazif [2] used ER to assess wastewater reuse 

alternatives. Ng and Law [51] utilized ER to investigate 

user preferences regarding affection words in social 

network websites. Tian et al. [64] embedded ER 

approach with probabilistic linguistics to solve MCDM 

problem, considering the decision-makers 

psychological preferences. 
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4. Problem Description 

Selecting software components depending on subjective 

judgments to differentiate between alternatives based on 

quality attributes. Therefore, based on belief structure, 

ER utilizes an extended decision matrix to describe each 

criterion and its alternative sub-criterion depending on 

evaluation grades. For instance, the result of the 

evaluation grades of the quality of the software 

component could be described as follows: 

𝐻 = {𝐻1, 𝐻2, 𝐻3, 𝐻4, 𝐻5}
= {(𝑊𝑜𝑟𝑠𝑡, 𝑃𝑜𝑜𝑟, 𝐴𝑣𝑒𝑟𝑎𝑔𝑒, 𝐺𝑜𝑜𝑑, 𝐸𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡) 

According to Yang et al. [72], evaluation grades can 

help capture uncertainties, including subjectivity, and 

provide a precise structure of degrees of belief. 

However, it is challenging to evaluate software 

components directly as they are general terms. 

Therefore, software components should be broken down 

into lower-level concepts such as criteria and sub-

criteria, as suggested by Fu et al. [14] and Xu and Yang 

[69]. For example, the sub-component “order item” can 

be evaluated in an online bookshop store using usability, 

performance, reliability, security, maintainability, 

portability, and flexibility criteria. If necessary, these 

criteria can be further subdivided into more detailed 

concepts. The lowest level of the hierarchy involves 

aggregating sub-criteria to be directly assessed, which 

refers to the sub-criteria of the system [8, 69]. 

According to Yang and Sen [73], assessment criteria 

have a multi-level structure that enables the evaluation 

of higher-level criteria through lower-level sub-criteria. 

For example, usability (y) can be measured using 

several evaluation factors, such as learnability, ease of 

use, and satisfaction, denoted by (e1, e2, ..., en), where (e1) 

denotes learnability, (e2) for ease of use, and (e3) for 

satisfaction. Figure 3 illustrates this structure of criteria 

evaluation [74].

 

Figure 3. Evaluation hierarchy for software components. 

Table 3 compares the ER approach with other 

approaches such as AHP, ANP, TOPSIS, CV, 

PROMETHEE, and clustering-based techniques. The 

comparison table highlights ER relative strengths and 

weaknesses over other techniques using factors such as 

uncertainty handling, computational complexity, 

consistency, reusability, scalability, ease of modeling, 

and subjectivity. 

Table 3. Comparison between ER and other approaches. 

Method/approach ER AHP ANP TOPSIS CV PROMETHEE Clustering-based 

Handling uncertainty High Low Low Low Low Low Medium 

Computational 

complexity 
Medium Low Medium Low Medium Medium High 

Consistency High Medium Medium Medium Medium Medium Low 

Reusability High Medium Medium Medium Low Medium Low 

Scalability Medium High Medium High Medium Medium Low 

Ease of modeling Medium Easy Difficult Easy  Difficult Medium Difficult 

Subjectivity Medium High High High High High Medium 

 

5. Methodology 

The motivation for using the ER approach is the 

different way of developing DSS than other MCDM 

approaches. In addition, it deals with the problem of 

having qualitative and quantitative information with 

subjectivity and uncertainty [79]. ER approach was 

developed based on several science disciplines, 

including statistical analysis, AI, and information 

(1) 

() 
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technology [1, 70, 71, 73, 74, 75, 80]. Moreover, the 

difference between such an approach and other MCDM 

approaches is employing the ER algorithm to aggregate 

the belief degrees based on the D-S theory [1, 7, 69, 71, 

73, 74, 76]. This framework is flexible in describing an 

MCDM problem and preventing information loss by 

converting two-dimensional values into one--

dimensional ones through modeling. Suppose we have 

L basic criteria at the lower level of the hierarchy Ai(i=1, 

.., L) associated with the general component concept y, 

K alternatives Oj(j=1, ..., K) and N for evaluation grades 

Hn(n=1, ..., N) for each criterion, where SA(O) is given 

as follows: 

𝑆 (𝐴𝑖(𝑂𝑗)) = 

{(𝐻𝑛 , 𝛽𝑛 , 𝑖(𝑂𝑖))}, 𝑛 = (1, … , 𝑁), 𝑖 = (1, … , 𝐿), 𝑎𝑛𝑑 𝑗 = (1, … , 𝐾) 

where (βn,i(O_j)) represents the degree of belief of the 

alternative Oj, which is assessed by the nth grade of the 

ith criterion. Each criterion might have its evaluation 

grade, which could differ from other criteria in the 

hierarchy [73]. ER algorithm can be described by 

transforming the belief degree into masses where m(n,i) 

and m(H,i) are calculated as follows:  

𝑚𝑛,𝑖 = 𝜔𝑖𝛽𝑛,𝑖 

𝑚𝐻,𝑖 = 1 − ∑ 𝑚𝑛,𝑖

𝑁

𝑛−1

= 1 − 𝜔𝑖 ∑ 𝛽𝑛,𝑖  

𝑁

𝑛=1

 

Suppose the weight of the ith criterion mn,i is given by 

ω={ω1, ω2, ω3, …, ωi}. So, the probability mass 

represents the nth evaluation grade Hn of the ith 

criterion. The residual probability mass m(H,i) 

unassigned to any individual grade after assessing the 

ith criterion. 

𝑚𝐻,𝑖 = �̅�𝐻,𝑖 + �̃�𝐻,𝑖 

for i=1,…,L and ∑ 𝜔𝑖
𝐿
𝑖=1 = 1. Assigns the evaluation 

grades H={H1, H2, …, HN} to the probability mass and 

L criteria are aggregated to generate the combined belief 

degree for each evaluation grade Hn. The unassigned 

evaluation grades Hn can be calculated as follows: 

�̅�𝐻,𝑖 = 1 − 𝜔𝑖  and �̃�𝐻,𝑖 = 𝜔𝑖  (1 − ∑ 𝛽𝑛,𝑖
𝑁
𝑛=1  ) 

�̅�𝐻,𝑖for calculating the relative importance of the ith 

criterion and �̃�𝐻,𝑖 is used for the incomplete 

information of the ith criterion.  

Therefore, mH,I(L)=�̅�H,I(L)+�̃�(H,I(L), n=(1,…,N) are 

combined probability assignments by aggregating all 

original probability masses using the aggregation of the 

following ER algorithm [71]:  

{{𝐻𝑛}: 𝑚𝑛,𝐼(𝑖+1) = 

 𝐾𝐼(𝑖+1) [𝑚𝑛,𝐼(𝑖)𝑚𝑛,𝑖+1 + 𝑚𝐻,𝐼(𝑖)𝑚𝑛,𝑖+1 + 𝑚𝑛,𝐼(𝑖)𝑚𝐻,𝑖+1] 

where n=(1,…,N), 

{𝐻}: 𝑚𝐻,𝐼(𝑖) =  �̅�𝐻,𝐼(𝑖) + �̃�𝐻,𝐼(𝑖) 

�̃�𝐻,𝐼(𝑖+1) = 

𝐾𝐼(𝑖+1)[�̃�𝐻,𝐼(𝑖)�̃�𝐻,𝑖+1 + �̅�𝐻,𝐼(𝑖)�̃�𝐻,𝑖+1 + �̅�𝐻,𝑖+1�̃�𝐻,𝐼(𝑖)) 

�̅�(𝐻,𝐼(𝑖+1)) = 𝐾(𝐼(𝑖+1))[�̅�𝐻,𝐼(𝑖)�̅�𝐻,𝑖+1) 

𝐾𝐼(𝑖+1) = [1 − ∑ ∑ 𝑚𝑡,𝐼(𝑖)𝑚𝑗,𝑖+1

𝑁
𝑖=1
𝑗≠𝑡

𝑁
𝑡=1 ]

−1

Where𝑖 = (1, 2, … , 𝐿 − 1) 

{𝐻}: 𝛽𝐻 =
�̃�𝐻,𝐼(𝐿)

1−�̅�𝐻,𝐼(𝐿) 
 

{𝐻𝑛}: 𝛽𝑛 =
𝑚𝑛,𝐼(𝐿)

1 − �̅�𝐻,𝐼(𝐿)
𝑛 = 1, … , 𝑁 

where βn is the belief degree to the L criteria which can 

be assessed by Hn and βH is the residual belief degrees 

unassigned to any Hn, which proves that ∑ 𝛽𝑛
𝑁
𝑛=1 +

𝛽𝐻 = 1 [71]. Therefore, the final distribution evaluation 

for Oj can be produced by aggregating L criteria as 

follows: 

𝑆(𝑂𝑗) = {(𝐻𝑛,𝛽𝑛(𝑂𝑗)) , 𝑛1, … , 𝑁} 

To compute the average of S(Oj )for an individual output 

of Hn, suppose that Hn is denoted by u(Hn) as follows: 

𝑢(𝑂𝑗) = ∑ 𝛽𝑛

𝑁

𝑛=1

(𝑂𝑗)𝑢(𝐻𝑛) 

βn denotes the lower bound of the probability of the 

evaluated alternative Oj to Hn and the upper bound can 

be computed by (βn+βH) [37, 61, 70, 72, 77, 80]. Also, 

in case there are uncertainties such as missing or 

incomplete information, they can be characterized by 

the maximum, minimum, and average score of S(A*) as 

follows: 

𝑢max(𝑂𝑗) = ∑ 𝛽𝑛

𝑁−1

𝑛=1

(𝑂𝑗)𝑢(𝐻𝑛) + (𝛽𝑁(𝑂𝑗) + 𝛽𝐻(𝑂𝑗)) 𝑢 

𝑢min(𝑂𝑗) = (𝛽1(𝑂𝑗) + 𝛽𝐻(𝑂𝑗)) 𝑢(𝐻1) + ∑ 𝛽𝑛

𝑁

𝑛=2

(𝑂𝑗)𝑢(𝐻𝑛) 

𝑢𝑎𝑣𝑔(𝑂𝑗) =
𝑢max(𝑂𝑗) + 𝑢min(𝑂𝑗)

2
 

where (Hn+1)≥u(HN). 

When the assessments of S(Ai(Oj)) in the belief 

decision matrix are complete, the result of βH (Oj )=0 

and u(S(Oj))=umax(Oj)=umin(Oj)=uavg(Oj). These 

mathematical equations are used for assessment 

characterization rather than criteria aggregation. 

The critical distinction between the ER approach and 

other MCDM techniques is that ER transforms various 

evaluation information types to assess functional and 

non-functional criteria [71]. In addition, information 

uncertainties of the assessed criteria are treated based on 

D-S theory of evidence [80]. 

6. Real-life Case Study 

The ER approach was utilized in this section to analyze 

the quality attributes of online bookstore software and 

select the best component for customer needs, with four 

components selected (component 1, component 2, 

component 3, and component 4) as depicted in Figure 3 

[70, 73, 74]. While the ER approach can be employed 

(2) 

(3) 

(4) 

(5) 

(10) 

(9) 

(8) 

(7) 

(6) 

(16) 

(15) 

(14) 

(17) 

(13) 

() 

(11) 

(12) 

(11) 
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for selecting and evaluating numerous components, this 

study only considers qualitative software attributes to 

illustrate the ER algorithm, with quantitative attributes 

to be included in a later study. 

To validate the proposed method, a group of 

practitioners and experts from various software 

companies and academia were gathered based on their 

knowledge of software engineering. Due to the 

importance of data in COTS selection and evaluation 

and the limited available data, a field experts’ opinion 

approach was chosen to collect relevant data for the 

COTS selection and evaluation problem. A 

questionnaire was used to collect primary data, 

including the estimated weights of COTS criteria, which 

was distributed into three parts. The first part contained 

a cover letter outlining the study’s purpose. In contrast, 

the second part gathered demographic data for the 

practitioners and experts, such as organization name, 

expertise field, length of experience, qualification, and 

role. The third part consisted of weights assigned to the 

selection criteria/quality criteria by rating them using 

five evaluation grades (worst, poor, average, good, and 

excellent) and providing a rank for evaluation grade 

from 0 to 1. The weight of the selection criteria 

estimated using practitioners’ and experts’ opinions are 

presented in Table 4. Assessing the main software 

quality attributes at higher levels, such as usability, 

performance, reliability, security, maintainability, 

probability, and flexibility, can be challenging as they 

are considered general attributes that are difficult to 

evaluate directly. To overcome this challenge, lower-

level attributes can be utilized to evaluate the higher-

level attributes. For instance, component 1’s quality 

attributes can be evaluated using lower-level attributes 

such as learnability, ease of use, and satisfaction. The 

attribute hierarchy for the four software components is 

shown in Figure 3, where ωi, ωij and ωijk represents the 

relative weights of all attributes. 

Thus, degrees of belief, evaluation grades, and 

attributes defined for this sub-criterion can be 

represented as follows: 

 Learnability=(Average, 0.4), (Good, 0.5). 

 Ease of use=(Good, 1.0). 

 Satisfaction=(Good, 0.4), (Excellent, 0.6). 

The assessment of software quality attributes can be 

complete or incomplete based on the value of the belief 

degree of the sub-criteria. If the belief degree value 

equals one, the assessment is complete. On the other 

hand, if the belief degree value is less than one, the 

assessment is incomplete. For instance, the assessment 

of learnability may result in a value of 0.9, which is 

incomplete, while the ease of use and satisfaction 

assessment is complete. It is worth noting that only 

grades with degrees of belief greater than zero are 

included in the distributions [73]. 

Table 4 shows the subjective assessment for usability 

sub-criteria, including their degrees of belief. In the 

table, the letters W, P, A, G, and E represent Worst, 

Poor, Average, Good, and Excellent, respectively. The 

number in brackets indicates the degree of belief to 

which an attribute is evaluated. For instance, G(0.5) 

denotes “good to a degree of 0.5 (50%).” The overall 

usability assessment is generated by aggregating several 

sub-criteria using the ER framework, as depicted in 

Figure 3. Additionally, the ER framework provides a 

method for dealing with the aggregation problem. 

Table 4. Subjective judgments for evaluating software system 
usability. 

Degree of belief (β) Evaluation grade 

Worst Poor Average Good Excellent 

W
e
ig

h
t Learnability   0.4 0.5  

Ease of use    1.0  

Satisfaction    0.4 0.6 

The original judgments in Table 4 need to be 

aggregated to select the component with the highest 

usability quality. This aggregation requires assigning 

the relevant importance of the other three components 

to generate an accurate assessment. There are various 

methods for weight assessment, as documented in the 

literature [66]. This study will use the ER approach to 

address the assessment problem. 

Table 4 summarizes the subjective evaluations for the 

qualitative attributes using degrees of belief for each 

component in the hierarchy. Experienced professionals 

in software development assessed these sub-criteria 

based on their relevance to the software. 

7. Results  

Hypothetical weights of the ER are used to aggregate 

assessments for components’ quality attributes. The 

aggregated sub-criteria weights are considered to 

generate the assessment for all criteria, as shown in 

Figure 3. From Equation (3), we have the belief degrees 

for usability sub-criteria on component 1 as follows: 

β 1,1=0, β2,1=0, β3,1=0.4, β4,1=0.5, β5,1=0 

β 1,2=0, β2,2=0, β3,2=0, β4,2=1.0, β5,2=0 

β 1,3=0, β2,3=0, β3,3=0, β4,3=0.4, β5,3=0.6 

To calculate the basic probability masses mn,i when the 

three quality criteria are equally important ω1=ω2=ω3=3, 

we use Equations (2) and (3) as follows:  

m1,1=0, m2,1=0, m3,1=0.4/3, m4,1=0.5/3 

m5,1 = 0,  m̅H,1 = 2/3, m̃H,1 = 0.1/3 

m1,2=0, m2,2=0, m3,2=0, m4,2=1/3 

m5,2 = m̅H,2 =
2

3
, = m̅H,2 = 0 

m1,3=0, m2,3=0, m3,3=0, m4,3=0.4/3  

m5,3 = 0.6/3, m̅H,3 = 2/3, m̃H,3 = 0 

To calculate the combined probability masses, we can 

use Equations (6), (7), (8), (9), and (10). Thus, suppose 

mn,I(1) = mn,1 for n=1,…,5. The results are calculated 

using the Intelligent Decision System (IDS) software 

developed [57, 73] to implement the ER approach and 
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generate the necessary calculations graphically for 

component selection, as shown in Figure 4. 

Figure 4 presents the assessment outcomes produced 

by the IDS software, demonstrating the combined 

evaluations of the upper-level criteria for the four 

components based on their evaluation grades and belief 

degrees based on Equations (11) and (12). This 

evaluation method considers the weight of each 

criterion and sub-criterion and ranks them accordingly. 

Subsequently, the discrepancies between the four 

components can be identified and ranked to facilitate the 

selection process. For instance, the following is an 

example of the aggregated assessments for the upper-

level criteria of component 1 based on Equation (13): 

S(Usability=S(Learnability⨁Ease of use 

⨁Satisfaction)=(average, 0.03), (good, 0.73), 

(Excellent, 0.23). 

S(Performance)=(average, 0.36),(good, 0.55), (excellent, 

0.09). 

S(Reliability)=(average,0.2), (good, 0.52), (excellent, 

0.2). 

S(Security)=(average, 0.33), (good, 0.67). 

S(Maintainability)=(good, 0.38), (excellent, 0.58) 

S(Probability)=(worst, 0.27), (poor, 0.18), (average,0.13), 

(good, 0.34), (excellent, 0.04). 

S(Flexibility)=(average,0.34), (good, 0.63). 

 

Figure 4. Component’s upper-level criteria assessment. 

Table 5. Quality attributes’ degrees of belief distribution for each component. 

Criteria Sub-criteria 
Component 

Component 1 Component 2 Component 3 Component 4 

Usability (ω1) 
Learnability (ω11) G (0.4), A (0.5) A (1.0) G (0.5), E (0.5) E (1.0) 

Flexibility (ω12) G (1.0) A (0.3), E (0.7) A (0.4), P (0.6) G (0.5), E (0.5) 

Ease of use (ω13) G (0.4), E (0.6) A (0.8) P (0.4), A (0.5) A (1.0) 

Efficiency (ω2) 
Time efficiency (ω21) G (0.5), E (0.5) P (1.0) A (0.3), G (0.6) P (0.7), A (0.3) 

Speed efficiency (ω22) A (0.5), G (0.5) G (0.9), E (0.1) P (0.6), A (0.4) G (1.0) 

Satisfaction (ω3) 
Trust (ω31) E (0,3), G (0.7) A (0.8), G (0.2) G (0.5), E (0.4) A (0.6), G (0.4) 

Pleasure (ω32) G (0.5), A (0.4) P (0.3), A (6) G (1.0) G (0.5), E (0.5) 

Security (ω4) 
Risk management(ω41) G (1.0) E (0.7) A (0.3), G (0.7) A (0.2), G (0.8) 

Economic risk (ω42)  A (0.5), G (0.5) A (0.7), G (0.3) E (1.0) P (0.2), A (0.8) 

Compatibility (ω5) Compatibility (ω51) G (0.4), E (0.6) G (0.9) A (0.3), G (0.7) E (1.0) 

Portability (ω6) Portability(ω61) G(0.6), E(0.4) A (0.2), G (0.8) G (0.5), E (0.5) G (1.0) 

Efficiency (ω7) Effectiveness(ω71) A (0.2), G (0.6) P (0.5), A (0.5) G (0.4), E (0.5) E (1.0) 
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As shown in Figure 3 and Table 5, the assessment 

problem for the four components based on the criteria 

and sub-criteria assessment information arises. 

Therefore, the relative weights of criteria at a specific 

level are associated with the same upper-level criteria 

and defined by ωi, ωi j, and ωi jk the criteria at the other 

levels in the hierarchy. Thus, to demonstrate the ER 

algorithm without generality loss, all criteria are 

considered equally important to ensure the assessment 

reliability, where ωi is the relative weight of the ith 

criterion (Ai) with 0≤Ai≤1. Suppose we have L essential 

criteria at the lower level of the hierarchy Ai (i=1, …, L) 

associated with the general component concept Y. 

Weights are given by ω=ω1, ω2, …, ωi as follows: 

ω1= ω2=ω3=ω4=ω5=ω6=ω7=0.142 

ω11= ω12=ω13=0.3333 

ω12= ω22=0.5 

ω31=ω32=0.5 

ω41=ω42=0.5 

ω51=1.0 

ω61=1.0 

ω71=1.0 

After generating the aggregated assessment for the 

criteria of component 1, the final assessment for 

component 1 is generated as follows: 

(Componet1)=(worst, 0.037), (poor, 0.0249), (average, 

0.209), (good, 0.567), (excellent, 0.135), (H, 0.0258). 

The degree of incompleteness 𝐻 in the evaluation of 

component 1 is 0.0258 due to incomplete assessment for 

the sub-criteria for component1 as shown in Table 5; the 

incompleteness degree is 10%, which is reduced due to 

the large number of complete assessments in other sub-

criteria. 

 

Figure 5. Components’ final ranking. 

Figure 5 displays the final assessment results for the 

four components, allowing for partial ranking and 

selection. The components differ in weight, evaluation 

grades, and belief degrees across criteria and sub-

criteria. For example, the average assessments or the 

four components are 0.684, 0.701, 0.702, and 0.681, 

respectively. Based on these results, the four 

components can be ranked using larger and smaller 

assessment degrees, with component 3 preferred over 

component 2 and component 1 preferred over 

component 4. However, to achieve a precise ranking of 

the four components, it is necessary to estimate the 

utilities of their five evaluation grades. Normalization of 

the utility grades is required in this case. Assuming a 

utility value of 0 for the worst grade and 1 for the best 

grade, the following can be derived: 

 u(H1)=u(𝑝𝑜𝑜𝑟)= 0, 𝑢(H5)=𝑢(𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛𝑡)=1 

Depending on the probability method, the utilities of the 

grades can be estimated by offering two hypothetical 

options to the decision-maker to select the suitable 

component. The first option offers a component with an 

average grade assessment. In contrast, the second option 

offers one component with a poor grade assessment with 

a probability of 1−𝑝 and another with an excellent 

Grade assessment with a probability of 𝑝. The 

probability (0≤𝑝≤1) is regulated until the decision-

maker cannot distinguish between both options. Thus, 

suppose the decision-maker is tardy for both options 

when considering the value of 𝑝= 0.55; the utility for the 

first option is calculated by  

 u(H3)=(𝑎𝑣𝑒𝑟𝑎𝑔𝑒)=(1−𝑝)×𝑢(𝑝𝑜𝑜𝑟)+𝑝×𝑢(𝑒𝑥𝑐𝑒𝑙𝑙𝑒𝑛t)
=0.45×0+0.55×1=0.55. 

Similarly, the utilities of the worst and good grades 

might be estimated by supposing that 

u(𝐻2)=u(𝑤𝑜𝑟𝑠𝑡)=0.35 and (H4)=(𝑔𝑜𝑜𝑑)=0.85. Then, 

belief degrees for component 1 are given as follows: 

 β 1=0.037, β2=0.0249, β3=0.209, β4=0.567, β5=0.135, 

βH =0.0258, where βH denotes the degree of 

incompleteness. 

Since βH≠ 0, component 1 assessment is not complete 

and should be characterized by the utility interval 

[𝑢𝑚(𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡1), 𝑢𝑚𝑎𝑥(𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡1)] depending 

on Equations (14), (15), (16), and (17) which are 

implemented graphically as shown in Figure 6 uses IDS 

software to show the final ranking results for the four 

components using their utility intervals. 

 

Figure 6. Components’ final ranking using utility intervals. 
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Figure 6 shows the minimum and maximum values 

for the four components to provide more precise 

assessment results and select the component with the 

highest-ranking quality criteria. Thus, the four 

components’ assessment results indicate the ranking for 

the four Components are as follows: 

Component 3 ≻ Component 2 ≻ Component 1 ≻ 
Component 4 

Where ≻ “better than” indicates the best component to 

be selected. This ranking is generated based on the 

identical weights for all criteria in the hierarchy, as 

shown in Table 5. 

8. Discussion 

The primary objective of this study was to address the 

COTS selection problem for an online bookstore. The 

study utilized MCDM to model the problem of 

component evaluation and selection for the case study. 

The alternative COTS were evaluated and ranked based 

on criteria and sub-criteria weights, using belief 

structure and an extended decision matrix to show their 

evaluation grades. The study applied the main features 

of the ER approach, such as weight normalization, 

information uncertainty, probability assessment, and 

utility intervals, to assist decision-makers in selecting 

the appropriate set of COTS. To reduce the complexity 

of the selection process, criteria and sub-criteria of the 

quality attributes for the online bookstore were 

aggregated for assessment. Belief degrees and 

evaluation grades for the sub-criteria were defined by 

field practitioners based on their subjective assessment 

and the importance of criteria for such systems. Sub-

criteria weights were then set to ensure the reliability of 

the assessment, which addressed RQ1. Uncertain 

information was assessed to calculate the 

incompleteness of all sub-criteria for each component, 

which was then used for partial ranking and selection. 

The primary and combined probability masses were 

calculated using an IDS based on mathematical 

equations. The results were based on the belief degrees 

and evaluation grades for upper-level criteria. Partially, 

COTS was ranked based on the generated assessment 

results, which addressed RQ2. After weight 

normalization, utility intervals were applied for a 

precise assessment to enable decision-makers to make 

the final selection decision. The ER approach’s features 

improve COTS selection based on features, reducing 

development costs and delivery time, and dealing with 

large-size COTS. This increases the developed 

software's reliability, functionality, and reusability. 

Various researchers have proposed COTS selection 

methods, such as AHP, CV, PROMETHEE, fuzzy 

methods, and MOO models. However, most of these 

methods have limitations in the selection process, as 

stated in section 3. In contrast, the utilized approach in 

this study assessed functional and non-functional 

criteria and dealt with information uncertainty using the 

D-S theory of evidence. The ER approach used an 

extended decision matrix to aggregate all component 

criteria, which reduced the selection process 

complexity, addressing RQ3, RQ4, and RQ5 of this 

study. The proposed approach had not been previously 

used for COTS selection and could serve as a 

benchmark method to rapidly solve such component 

selection problems. Compared with other proposed 

approaches for solving the COTS selection problem, the 

ER approach was better in weight assigning, 

computational efficiency, problem-solving efficiency, 

reusability, and consistency and presentation of COTS 

selection results. 

9. Limitations and Challenges 

As with any method to solve a recurring problem, the 

ER approach has some limitations in practical settings. 

These limitations include the complexity of defining 

criteria weights that could impact the results and dealing 

with evolving requirements, which can be difficult as 

the criteria models in ER are relatively static. 

Furthermore, scalability is a big issue for substantial and 

complex software components, as many criteria and 

components lead to substantial computational 

requirements. Finally, subjectivity in assessments and 

weights leaves room for bias where more expert inputs 

are required. 

10. Conclusions 

Selecting the best software component that fits customer 

needs reduces the cost and time of software 

development and improves software quality, which are 

essential factors for the software development industry. 

However, the success of the selection process of 

software components based on its quality criteria 

requires a reliable method. In this study, the ER 

approach is applied to solve the problem of selecting a 

software component based on its quality criteria, 

including both functional and non-functional quality 

criteria. ER approach is one of the MCDM methods for 

decision-making. It has an extended decision matrix and 

belief structure for the criteria of each component and 

its alternatives after aggregating these criteria. The ER 

framework establishes a nonlinear relationship between 

the aggregated and essential measures in the hierarchy. 

Can incomplete information be handled to increase the 

quality of the data analysis? The ER approach helps 

improve subjective judgments and provides precise 

degrees of belief structure, improving consistency and 

reliability in the analysis process and enhancing 

decisions6. The decision matrices are used to lead to 

transparent and high-quality choices. The assessment of 

software components could be done depending on the 

criteria and original evaluation information related to 

the sub-criteria of these components. The criteria 
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weights play an essential role in the reliability indication 

of the assessments. The case study dealt with software 

component selection problems for an online bookstore 

to show that the ER approach can solve such issues. 

Moreover, the ER approach could be applied to different 

domains such as enterprise systems (i.e., Customer 

Relationship Management (CRM) and Enterprise 

Resource Planning (ERP)), embedded systems (i.e., 

IOT and industrial controls), mobile applications (i.e., 

maps and payment services), and web-based 

applications (i.e., APIs and frameworks). However, the 

criteria and weights would be tailored to each domain’s 

requirements, but the overall ER approach remains 

applicable due to its hierarchy flexibility. The proposed 

approach in this study significantly contributes to the 

body of knowledge in assisting decision-makers in the 

software COTS evaluation and selection process, which 

can improve software reliability and effectiveness, 

minimize development cost and delivery time, and 

maximize software quality.  
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