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Abstract: In this paper, we propose an efficient framework to improve accuracy and computational cost of a Facial Expression 

Recognition (FER) system. This framework is carried out in three stages. In the initial one, corresponding to feature extraction, 

three descriptors, derived from Discrete Wavelet Transform (DWT), are introduced to extract distinct feature types. In the second 

stage, focused on feature selection, a Wrapper approach is adopted to carefully select the most relevant features from the 

previously extracted pool. Following feature selection, the Support Vector Machine (SVM) classifier is employed, in the final 

stage, to determine an individual's affective state. The experiments were conducted in person-independent mode using both the 

Japanese Female Facial Expression (JAFFE) and extended Cohn-Kanade (CK+) databases which included the following 

emotions: anger, disgust, contempt, fear, happy, sad, surprise, and neutral. The obtained results demonstrated the effectiveness 

of the proposed framework in increasing recognition rate and decreasing response time compared to other state-of-the-art 

methods. A comparative study between our proposed framework and that based on the Local Binary Patterns (LBP) method 

demonstrated that our framework outperforms the latter for most emotions. In fact, our proposed framework converges rapidly 

and achieves good performance, thus allowing us to develop a real-time Facial Expression Recognition (FER) system in person-

independent mode. Average recognition rates of 89.66% and 87.76% were obtained using our method with the JAFFE database 

and the CK+ database, respectively. 
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1. Introduction 

A Facial Expression Recognition (FER) system is 

defined as a system that uses a set of algorithms to 

identify and recognize a person's emotional state through 

her facial expressions. It can be widely applied in several 

research fields, such as the analysis of mental diseases 

and the recognition of human social/physiological 

interactions [35, 51]. In particular, several applications 

of the FER task have the objective of identifying the 

emotional state of a person by classifying their facial 

image in a targeted emotion class 𝐶𝑖:{anger, disgust, 

contempt, fear, happy, sad, surprise, neutral}; otherwise, 

it is classified in a class 𝐶�̅� (in the opposite case). For 

example, taking into account fear in a public place 

(including airports, banks, hospitals, etc. is an essential 

component of detecting stress and thus ensuring safety 

(civil security and surveillance). Likewise, the detection 

of an emotion of joy makes it possible to measure 

customer satisfaction, which helps individuals adapt to 

their needs (marketing), while the detection of a disgust 

emotion during a distance learning session can improve 

the quality of educational performance (education). In 

addition, detecting contempt or sadness helps 

individuals find certain psychological illnesses  

 
(medicine) [7, 21, 32]. 

Recognizing an emotional state is natural for humans 

but difficult for machines, especially when the system 

has no prior knowledge of the test subject (in person-

independent mode). An FER system usually consists of 

three main processes, namely, face detection, feature 

extraction and classification [17]. According to the 

literature, feature extraction, which is the most important 

process [11, 49], consists of transforming the image into 

a set of features allowing separation of different classes. 

In this context, various methods have been proposed in 

the scientific literature. The most commonly used 

methods for facial expression analysis include Scale 

Invariant Feature Transform (SIFT) [27], Gabor filters 

[13], log-Gabor filters [22], Local Binary Patterns (LBP) 

[38] and Histogram of Oriented Gradient (HOG) [8]. All 

these methods have been proven to be effective for 

image representation. However, due to the high 

dimensionality of the extracted features, the direct use of 

these methods will increase the computation time and 

memory required for storage [1, 18, 37]. For example, 

the Gabor wavelet representation method is capable of 

detecting multi-scale and multi-direction texture 

changes [51]. Nevertheless, it generates a high-
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dimensional Gabor coefficient matrix composed of 

redundant features. This latter feature redundancy is 

responsible for increasing confusion and consequently 

reducing the accuracy of the FER system [12]. 

Regarding the use of log-Gabor filters for feature 

extraction, the same limitations, in terms of complexity, 

can be observed. Indeed, according to the study realized 

in [22], the use of this type of filters in FER systems has 

demonstrated that, despite their high recognition 

accuracy, the log-Gabor filters have a major drawback 

which consists of complexity and calculation time. This 

high computational load makes them less efficient 

compared to other methods, especially for certain facial 

expressions [22]. Similarly, the LBP method, which 

assigns a binary code to a pixel according to its 

neighborhood, overcomes the problems of 

disequilibrium displacement, rotation and illumination 

in an image. In addition, it extracts enough texture 

information allowing tahe classifier to handle the FER 

problem well [36]. However, according to [1], a small 

neighborhood cannot capture the dominant features with 

large-scale structures, whereas a large neighborhood 

augments the size of the feature histogram and 

subsequently increases the computational cost of each 

LBP image [36]. In another example, the HOG method 

was proven to be an effective descriptor for preserving 

local information using the orientation density 

distribution and gradient of the edge [37]. Nevertheless, 

the HOG method is limited by its high computational 

cost and large feature dimension [18].  

To remedy all these problems, in this paper, we 

propose a new feature extraction method that is more 

compact than many existing methods. Our method, 

which is capable of decreasing computational time and 

increasing recognition accuracy, consists of the use of 

three features extracted by means of the Discrete 

Wavelet Transform (DWT). The procedure used herein 

has been applied in other fields of one-Dimensional (1-

D) signal processing, such as speech processing [19, 20], 

electrical appliance identification [15], and healthy and 

Parkinsonian subject identification [6, 46], but has never 

been used as a solution for two-Dimensional (2D) image 

processing problems, notably the FER problem. 

To enhance the efficiency, in terms of the response 

time and learning performance of our proposed method, 

it is used in conjunction with the feature selection 

process. This process consists of selecting the feature 

subset that best discriminates between different emotion 

classes. The procedure used herein has two main 

purposes. The first is to retain only the most relevant 

features and avoid redundancies to increase the speed, in 

terms of response time, of the FER system. The second 

is to remedy the curse of dimensionality, which often has 

negative consequences on the behavior and performance 

of learning algorithms. It is worth noting that in machine 

learning, feature selection consists of choosing a subset 

of original features containing the most relevant and 

essential information. This operation can be performed 

by two different methodologies, namely, the “Filter” 

approaches and the “Wrapper” approaches. Filter 

approaches, which are independent of any machine 

learning algorithm, perform feature selection using 

intrinsic attribute properties. In contrast, “Wrapper” 

approaches, which use attributes to evaluate the 

classification rate, are based on a specific learning 

algorithm [14]. A comparison of these two 

methodologies revealed that the “Filter” approaches are 

much faster than the “Wrapper” ones because 

computational methods are not involved unlike the case 

of the “Wrapper” approaches which are computationally 

intensive. However, the “Wrapper” approaches have the 

advantage of being more efficient than the “Filter” 

approaches because they take into account the classifier 

hypothesis [45]. 

In the field of feature selection for FER, Lajevardi and 

Hussain [23], adopted a global optimization Genetic 

Algorithm (GA) process to select the optimal feature, 

generated using log-Gabor filters. This process reduced 

the number of features from 36000 features/image to 100 

features/image and achieved an accuracy of 78% using 

the Cohn-Kanade (CK) database with the Naïve 

Bayesian (NB) classifier. Siddiqi et al. [42], developed a 

random forest-based “Wrapper” approach for feature 

selection. The performance of this method was evaluated 

on the basis of the extracted features using a large Gabor 

filter bank, in which a multi-class Support Vector 

Machine (SVM) classifier was used for FER. The results 

obtained from the CK+ database showed that this 

method increases the recognition rate for angry, sad and 

neutral expressions. Abdulrazaq et al. [2], used the 

Relief-F method, which ranks features based on their 

variance values to evaluate six classifiers namely Multi-

Layer Perceptron (MLP), Random Forest (RF), Decision 

Tree (J48), SVM, K-Nearest Neighbor (KNN), and 

Radial Basis Function (RBF). Experimental results 

demonstrate that KNN performs the best with the 

selected features, highlighting the effectiveness of the 

Relief-F feature selection method in improving 

classification accuracy for FER system. Soyel et al. [43], 

proposed a FER feature selection methodology based on 

Non dominated Sorting Genetic Algorithm-II (NSGA-

II). This methodology is one of the latest GA developed 

for resolving problems with high accuracy. The obtained 

results, using 3D facial expression database BU-3DFE 

demonstrated the effectiveness and the flexibility of 

NSGA-II-based methodology when compared with 

those reported in the literature. 

Lajevardi and Hussain [24], applied the Mutual 

Information Feature Selection (MIFS) algorithm for 

FER system. In fact, after using Log-Gabor filters to 

extract features from whole face and facial regions 

images, the most informative features are classified 

using NB classifier to recognize six expressions: anger, 

fear, disgust, surprise, sadness and happiness. The 

experimental results using CK and JAFFE databases 

showed the effectiveness of the proposed feature 
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selection method in improving the overall performance 

of the FER system. 

In this paper, we propose the use of a “Wrapper” 

selection method in combination with the proposed 

feature extraction method, to select the best feature. We 

have chosen to use the “Wrapper” selection method 

because, in all situations, with small training sets (which 

is the case for our system), the process of feature 

selection is often most useful using this technique [41]. 

In the literature, several studies in the field of FER have 

explored the adoption of “Wrapper” approaches for 

feature selection. For example, Mlakar et al. [33], 

introduce an efficient Wrapper-based feature selection 

strategy for FER based on the use of a modified multi-

objective differential evolution algorithm. Here, two 

selection strategies were developed and validated on 

commonly used evaluation databases. The obtained 

results demonstrated high recognition rates with 

significantly reduced feature sets, showing that this 

approach is very promising for improving the 

performance of FER systems and reducing 

computational costs in various applications. 

Paharia et al. [39], proposed a new Wrapper-based 

feature selection method. The latter one, named 

improved MOCBGWO, consists of an enhancement of 

the competitive gray wolf binary optimizer. The selected 

features are then evaluated on CK+ and JAFFE datasets 

using SVM and KNN classifiers. The obtained results 

indicated that the proposed MOCBGWO method 

significantly enhances recognition accuracy while 

reducing the size of the feature vector, thus highlighting 

its effectiveness in FER systems. 

Al-Qablan et al. [5] proposed a hybridized Binary 

GWO (BGWO) and adaptive β-hill climbing (AβCH) for 

the improvement Wrapper-based feature selection 

approach.  

In this approach, the KNN classifier is used to 

evaluate the performance of the proposed hybrid 

approach. The obtained results, based on 18 standard 

feature selection UCI benchmark datasets showed this 

approach outperforms, in terms of accuracy and selected 

feature size, various state-of-the-art feature selection 

methods, thereby demonstrating promising performance 

for various machine learning and data analysis 

applications. 

Perez-Gomez et al. [40] studied the selection of 

optimal geometric features for classifying facial 

expressions. Indeed, by exploiting techniques inspired 

by the Facial Action Coding System (FACS) and the 

MPEG-4, a first set of 89 features, derived from the 

geometry of 2D and 3D facial landmarks, was proposed. 

Here, two feature selection methods, namely PCA and 

GA which works as a Wrapper feature selection method 

(using a support vector machine), are employed to 

reduce the feature set. The results obtained, on the 

Bosphorus and UIVBFED datasets, demonstrated that 

this method has a median accuracy of 86.62% and 

93.92%, respectively, which highlights the importance 

of feature selection to obtain a high accuracy with low 

computational cost. 

The remainder of this paper is organized as follows. 

In section 2, we detail our proposed FER framework. In 

section 3, we present and discuss the results. Finally, in 

section 4, we conclude the paper. 

2. Proposed Framework 

An overview of the proposed framework, which consists 

of a set of processes and tasks, is shown in Figure 1.  

In what follows, we will provide the principle of our 

proposed FER system. We will therefore explain in 

detail the principle of each of these tasks. 

 

Figure 1. Flowchart of the proposed framework. 

2.1. Image Preprocessing  

The purpose of the preprocessing task is to improve the 

quality of an image and to prepare it for further analysis. 

This step is important for reducing noise and 

illumination variations. Several algorithms can be used 

to realize this task. Some of them are numerated in what 

follows: 

 The use of sharpening filter to enhance the edges and 

fine details of an image. 

 Normalization which has the effect of eliminating 

variations in brightness and contrast of the image.  

 Adaptive histogram equalization that helps better 

handle images with different levels of contrast and 

brightness in different regions.  

In our work, we first convert the original image to 

grayscale to deal with bad acquisition quality. This 

operation is often used in image preprocessing for 

several reasons, including: 

 Eliminating color variations can simplify analysis and 

make relevant features more visible. 

 In a grayscale image, each pixel represents only the 

luminance or light intensity at that location, allowing 

information about the structure and details of the 

image to be retained without being affected by color 

variations. 

Then, as a second step, we crop the original image 

according to the position of both eyes and normalize it 

to 200×200 pixels. In the literature, there are several 
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methods that can be applied for face detection, such as 

for example the Viola-Jones method and others based on 

pre-trained detection algorithms. In our work, as the 

objective was specially devoted to the development of 

extraction and selection methods of relevant features, 

we opted for manual retrieval from noiseless images. 

2.2. Feature Extraction  

A block diagram of our proposed feature extraction 

method is shown in Figure 2.  

Figure 2. Block diagram of the proposed feature extraction method. 

As illustrated in this figure, this method includes four 

phases. The first one consists of performing a 2D-DWT 

decomposition of the facial image, using a specific 

mother wavelet. This last is a windowed function that 

moves/shifts along the time series signal [19]. Wavelet 

families vary in terms of several important properties. 

Examples include Daubechies, Biorthogonal, Coiflets, 

Symlets, and Morlet. In this work, three wavelet 

functions, namely Daubechies, Coiflet and Symlet, were 

used to carry out this feature extraction method. 

As shown in Figures (3), (4), and (5), the differences 

between these wavelet families mainly lie in their 

properties of regularity, symmetry, and asymmetry, 

which make them suitable for different types of 

applications in signal processing and data analysis [31]. 

In reality, Daubechies wavelets have moments of high 

regularity, which means that they are well localized in 

both time and frequency. Coiflet wavelets in turn were 

developed to be an alternative to Daubechies wavelets 

with some asymmetry and improved regularity. Symlet 

wavelets are a symmetric extension of Coiflet wavelets.  

 

Figure 3. Daubechies wavelets family.  

 
Figure 4. Coiflet wavelets family. 

 

Figure 5. Symlet wavelets family. 

Recall that the DWT splits information into its low 

and high frequency components. Indeed, the low 

frequency component is a lowpass approximation of the 

original image (smooth variations) that contains most 

energy of the image. However, the high frequency 

component represents edge components (which give the 

detail) and has three separate unidirectional directions 

namely horizontal, vertical and diagonal. In addition, 

DWT can be calculated at diverse resolutions or scales 

[9, 30]. 
In 2D-DWT configuration, we have to use one 

scaling function 𝜑(𝑥, 𝑦) and three wavelets 𝜓𝐻(𝑥, 𝑦), 

𝜓𝑉(𝑥, 𝑦) and 𝜓𝐷(𝑥, 𝑦). Each scaling function or 

wavelet is the product of a one-dimensional scaling 

function 𝜑 and corresponding wavelet 𝜓. 

The four 2D products produce the scaling function 

given by Equation (1) and separable directional 

sensitive wavelets given by Equations (2), (3), and (4) 

[47]. 

𝜑(𝑥, 𝑦) = 𝜑(𝑥)𝜑(𝑦) 

𝜓𝐻(𝑥, 𝑦) = 𝜑(𝑦)𝜓(𝑥) (horizontal)  

𝜓𝑉(𝑥, 𝑦) = 𝜑(𝑥)𝜓(𝑦) (vertical)  

𝜓𝐷(𝑥, 𝑦) = 𝜓(𝑥)𝜓(𝑦) (diagonal)  

With: 

𝜓𝐻(𝑥, 𝑦) measures gray-level variations along the 

columns (horizontal edges); 𝜓𝑉(𝑥, 𝑦) measures gray-

level variations along the rows (vertical edges); 

𝜓𝐷(𝑥, 𝑦) corresponds to the variations along diagonals. 

It is worth noting that the wavelet function acts as a 

bandpass filter whose bandwidth is reduced to half after 

(1) 

(5) 

(6) 

(2) 

(3) 

(4) 
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each scaling. In addition, for a 2D image, the rows and 

columns are treated as 1D signals. The block diagram in 

Figure 6 describes 2D wavelet decomposition on an 

input image. According to this diagram, during the first 

step of level 1 decomposition, each row of the image is 

scaled and wavelets transformed (horizontal transform). 

The results from this step are two half images, one with 

scaling coefficients (L) and the other with wavelet 

coefficients (H). In the next step, the scaling (L) and 

wavelet transform (H) are applied on each column of the 

two half images from the previous step (vertical 

transform). The results from this step are four-quarter 

sized images, which are: approximation coefficients 

(LL), vertical details (LH), horizontal details (HL) and 

diagonal details (HH). At the next level, when the 

wavelet transform is applied, the above steps will be 

repeated on the LL image [41]. The scaled and translated 

basis functions are defined by Equations (5) and (6) 

given as:  

𝛷𝑗,𝑚,𝑛(𝑥, 𝑦) = 2𝑗/2𝜑(2𝑗𝑥 − 𝑚, 2𝑗𝑦 − 𝑛)    

𝜓𝑖
𝑗,𝑚,𝑛

(𝑥, 𝑦) = 2𝑗/2𝜓𝑖(2𝑗𝑥 − 𝑚, 2𝑗𝑦 − 𝑛)    

Where: index i={H,V,D} identifies the directional 

wavelets in terms of values of Horizontal, Vertical, and 

Diagonal (H, V, D). 

 

Figure 6. One level 2D-DWT decomposition on an input image. 

The approximation and detail coefficients, 

corresponding to the function f(x,y) of size M by N are 

formulated as follows: 

 Approximation coefficients: 

𝑊𝜑(𝑗0, 𝑚, 𝑛) =
1

√𝑀𝑁
∑ ∑ 𝑓(𝑥, 𝑦)𝜑𝑗0,𝑚,𝑛

𝑁−1

𝑦=0

𝑀−1

𝑥=0

(𝑥, 𝑦) 

 Detail coefficients: 

𝑊𝜓
𝑖 (𝑗, 𝑚, 𝑛) =

1

√𝑀𝑁
∑ ∑ 𝑓(𝑥, 𝑦)𝜓𝑖

𝑗,𝑚,𝑛

𝑁−1

𝑦=0

𝑀−1

𝑥=0

(𝑥, 𝑦) 

Where: 

𝑗0 is the starting value of scale 𝑗 (𝑗 ≥ 𝑗0);  

𝑗 = 0,1,2, . . . , 𝐽 − 1; 

2𝐽 is the size of the selected data; 

𝑛 = 𝑚 = 0,1,2, . . . , 2𝑗 − 1; 

The coefficients given by Equations (7) and (8) are then 

used to propose, through the following three phases of 

our feature extraction method, three types of 

descriptors. The first one, called Discrete Wavelet 

Energy (DWE), consists of converting each facial image 

into a feature vector. The DWE is composed of the 

energy of the wavelet coefficients computed at each 

decomposition level from an image. The second one, 

called the Log Wavelet Energy (LWE), consists of 

applying the logarithm to the DWE features. The last 

descriptor, called the Wavelet Cepstral Coefficient 

(WCC), consists of applying the Discrete Cosine 

Transform (DCT) to the LWE feature vector.  

As we know, in signal processing, the output signal 

of a time-invariant linear system is the result of the 

convolution between the input signal and the system 

impulse response. Convolution in time domain means 

normal product in frequency domain and vice versa. In 

the cepstral analysis method, the logarithm of the 

spectrum is used to convert multiplication in the 

frequency domain into addition (sum) thereby 

simplifying the separation of the input signal spectrum 

and the frequency response of the system. Then, by 

applying the cosine transform, we can separate the input 

signal from the impulse response of the system. This 

transform, which is only the real cepster representing 

the reconversion of the log-spectrum in the time 

domain, has a decorrelation effect between the 

characteristics of the logarithm of the energy spectrum. 

Therefore, in our proposed framework, we applied the 

cepstral method to the filter bank of dyadic wavelet 

decomposition in order to obtain the features for 

classifying the emotional state of a person. 

The three proposed descriptors can be given as 

follows: 

 DWE descriptor: 

The first descriptor consists of converting the 

approximation and detail coefficients, extracted at each 

level j of DWT decomposition, into energy coefficients. 

Here, 𝐸𝜑(𝑗0), which is the energy of the approximation 

coefficients at scale j0, is given as:  

𝐸𝜑(𝑗0) = ∑ ∑ |𝑊𝜑 (𝑗0, 𝑚, 𝑛)|
2

𝑛𝑚     

Similarly, the energy of the detail coefficients, at scale j 

and orientation i, is given as: 

𝐸𝜓
𝑖 (𝑗) = ∑ ∑ |𝑊𝜓

𝑖 (𝑗, 𝑚, 𝑛)|
2

𝑛𝑚
 

 LWE descriptor:  

The second descriptor consists of calculating the log of 

the energy coefficients 𝐸𝜑(𝑗0) and 𝐸𝜓
𝑖 (𝑗) at each level 

of wavelet decomposition. The resulting coefficients are 

given as follows:  

𝐿𝑊𝐸(𝑊𝜑(𝑗0, 𝑚, 𝑛)𝐾) = 𝑙𝑜𝑔[𝐸𝜑(𝑗0)] 

(7) 

(8) 

(10) 

(11) 

(9) 

(5) 

(6) 
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𝐿𝑊𝐸(𝑊𝜓
𝑖 (𝑗, 𝑚, 𝑛)𝐿) = 𝑙𝑜𝑔[𝐸ψ

𝑖 (𝑗)] 

 WCC descriptor:  

The last descriptor is obtained by applying the DCT to 

the logarithm of the resulting energy values. This 

transformation operates by decomposing a finite 

sequence of data points into a sum of cosine functions 

oscillating at different frequencies [4]. In our work, the 

DCT is applied to obtain coefficients that are weakly 

correlated. Hence, the WCC approximation coefficients 

are given as [48]: 

𝑊𝐶𝐶𝑠 ( 𝑊𝜑(𝑗0, 𝑚, 𝑛)) = √
2

𝐾
∑ (𝑙𝑜𝑔[𝐸𝜑(𝑗0)])

𝑞 
𝑐𝑜𝑠 (

𝜋𝑠

𝐾
 (𝑞 − 0.5))𝐾

𝑞=1     

The WCC detail coefficients are given as: 

𝑊𝐶𝐶𝑠 (𝑊𝜓
𝑖 (𝑗, 𝑚, 𝑛)) = √

2

𝐾
 ∑(𝑙𝑜𝑔[𝐸𝜓

𝑖 (𝑗)])
𝑞 

𝑐𝑜𝑠 (
𝜋𝑠

𝐾
 (𝑞 − 0.5))

𝐾

𝑞=1

 

Where: 

K is the number of filter bank channels. 

𝑠 = 1, … , 𝐿 (𝐿 = 3𝑗 + 1) 

In addition to the features resulting from the use of these 

three descriptors, we have also integrated, in our study, an 

additional energy feature Et given by Equation (16). This 

feature that is also subject to the application of the different 

aforementioned transformations (log and DCT). 

𝐸𝑡 = ∑(𝑎(𝑛), ℎ(𝑛), 𝑣(𝑛), 𝑑(𝑛), ℎ(𝑛 − 1), 𝑣(𝑛 − 1), 𝑑(𝑛 −

1), . . . , ℎ(1), 𝑣(1), 𝑑(1))
2
  

After extracting suitable features, we can perform 

feature selection to improves the system performance. 

2.3. Feature Selection 

To find a compromise between improving performance 

and reducing the size of the feature subsets, we adopted 

a feature selection algorithm whose principle is shown in 

Figure 7. This algorithm makes it possible to identify the 

most important features in a dataset and to remove 

irrelevant information. 

 

Figure 7. The general concept of the feature selection algorithm 

adopted in our proposed framework. 

As illustrated in this figure, the adopted feature 

selection algorithm is based on the Wrapper approach. 

The latter starts from an empty set of features, and in 

each iteration, the feature is added (using greedy forward 

search), whose addition improves performance. In other 

words, the different feature subsets are generated 

successively by adding the features one by one. The 

classifier, illustrated in the same figure, is subsequently 

used to evaluate the relevance of the different generated 

subsets. The process stops when there are no additional 

variables to add. The optimal subset is then the one that 

gives the best recognition precision. In what follows, we 

will give the principle of the application of this algorithm 

for our proposed framework. 

Let F be the starting set and S be the subset of relevant 

features. Initially, the subset of relevant features S is 

empty, while the starting set F contains all the features. 

The selection algorithm proceeds to determine the 

recognition rate by considering each of the features fi of 

the starting set, and after having determined the different 

recognition rates corresponding to the different features, 

the algorithm removes the feature fs1 (from the starting 

set F), making it possible to have the maximum 

recognition of the starting set F and adds it to the subset 

of relevant features S. The algorithm repeats the same 

procedure on the remaining features in the starting set F. 

Indeed, by comparing the recognition rates obtained by 

using the features of subset S already selected and 

combined each time with one of the remaining features 

in the starting set F, the algorithm removes (from the set 

F), at each iteration, the feature that allows us to give the 

maximum recognition rate of the set F and adds it to the 

set S (until it completes the test on all the features’ 

departure). Several candidate subsets with different 

numbers of features are therefore formed. Finally, the 

optimal subset Sopt represents the subset allowing the best 

recognition rate among those obtained by the different 

tested subsets (candidates) [15, 16, 20]. 

The proposed algorithm can be summarized as 

follows: 

Algorithm 1: Proposed feature selection algorithm. 

Step 1. Initialize the starting set 𝐹 with all features and the subset 

of relevant features 𝑆 with no features (empty subset). 

Step 2. Calculate the recognition rate using each feature 𝑓𝑖 ∈ 𝐹. 

Step 3. Find the first feature 𝑓𝑠1that maximizes the recognition 

rate. 

Step 4. Remove the feature 𝑓𝑠1 of the set 𝐹 and add it to the subset 

of relevant features 𝑆.  

Step 5. Repeat the process (from Step 2 to Step 4) until it 

completes testing all features. This is given as follows: 

1) ∀ 𝑓𝑖  ∈  𝐹, determine the recognition rate using {𝑆, 𝑓𝑖  }. 

2) Choose the feature  𝑓𝑖 ∈ 𝐹 that maximizes the 

recognition rate using {𝑆, 𝑓𝑖 } at step 𝑗; 

3) Affect 𝐹 ← 𝐹 − {𝑓𝑠𝑗}; 𝑆 ← 𝑆 ∪ {𝑓𝑠𝑗}. 

Step 6. Remove the subset S of the selected features that 

maximizes the recognition rate. 

2.4. Emotional Recognition 

Recall that the objective of our FER system is to 

recognize a person's emotional state by verifying 

whether their facial image corresponds to a targeted 

emotional class. The validation of the proposed method 

is carried out by considering the different types of 

(14) 

(12) 

(15) 

(16) 

(13) 
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emotions (angry, happy, contempt, neutral, surprise, 

sad, disgust, and fear) using a two-class SVM. As 

illustrated in Figure 8, the SVM works to find an 

optimal hyperplane to linearly separate two classes. 

 

Figure 8. Representation of the concept of the RBF kernel in SVM. 

When the data are non-linearly separable, different 

kernels such as polynomial, sigmoid and RBF kernels, 

can be used to construct a linear decision function in the 

feature space so that the database becomes separable 

with the maximum margin [34]. In our experiments, the 

RBF kernel is used. The decision function of the SVM 

using the RBF kernel is given as:  

𝑓(𝑥) = 𝑠𝑔𝑛 (∑ 𝛼𝑖  𝑦𝑖  𝐾(𝑥, 𝑥𝑖) + 𝑏

𝑁

𝑖=1

) 

where: 

𝑠𝑔𝑛(∙): is the signum function; 

𝑥: the input data; 

𝛼𝑖: are the Lagrange multipliers obtained during the 

training phase; 

𝑦𝑖  : are the class labels of the training data points; 

𝑏: is the bias term; 

𝐾(𝑥, 𝑥𝑖): is the RBF kernel function, defined as: 

𝐾(𝑥, 𝑥𝑖) = exp(−𝛾 ‖𝑥 − 𝑥𝑖‖2)  

With: 

𝛾: is a hyperparameter that controls the kernel's 

width; ‖. ‖: is the Euclidean distance. 

f(x) predicts the class label of the input data point x. 

During training, the SVM learns the optimal values 

of 𝛼𝑖  and 𝑏 by solving the optimization problem to 

maximize the margin between support vectors. The 

decision function then uses these parameters to classify 

the new data points based on their proximity to the 

decision boundary defined by the hyperplane [26]. 

3. Experimental Results and Discussion 

Experiments are conducted to test the performance of 

the proposed framework. For this reason, several 

situations were considered. 

3.1. Preparation of the Data 

To evaluate our proposed framework, two databases 

were used. These are given as follows: 

 JAFFE database [29]: the JAFFE database consists of 

a set of facial images, each with a resolution of 

256×256 pixels. The images represent seven facial 

expressions (happy, sad, anger, fear, surprise, 

disgust, neutral) from 10 different Japanese female 

subjects, which simulated 3-4 examples for each 

emotion. 

 Extended Cohn–Kanade (CK+) database [28]: this 

database is among the most widely used databases for 

emotion detection. It includes a total of 593 image 

sequences from 123 different subjects. All 

participants were between 18 and 50 years of age; 

69% were female, 81% were European American, 

13% were Afro-American, and 6% were in other 

groups. Typically, the last frame of the sequences is 

used for image-based facial expression recognition. 

In our study, the CK+48 version was used. The latter 

consists of a set of 981 facial images each with a 

resolution of 48×48 pixels. The images represent 

seven facial expressions, namely, anger, contempt, 

disgust, fear, happy, sad and surprise. 

Table 1 summarizes the emotion distribution of each 

database. 

Table 1. Number of images (per emotion) used in our experiments 
from both the CK+ and JAFFE databases. 
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CK+ 135 54 75 177 84 207 249 / 981 

JAFFE 30 / 32 29 30 31 31 30 213 

In our experiments (for both databases), the number 

of images, for each emotion, was divided into two 

subsets: 50% for the training phase and 50% for the 

tests. Note here that the choice to split the data equally 

between training and testing has several advantages and 

justifications. In fact, this distribution ensures a 

balanced evaluation of the model's performance. This 

means that the model is evaluated on a substantial 

amount of data that was not used during training, 

thereby allowing a more reliable estimate of its ability 

to generalize to new data. On the other hand, allocating 

an equal portion of data to testing helps avoid 

overfitting, where the model learns too specifically from 

the training data and does not generalize well to new 

data.  

3.2. Experiments 

As previously explained, for feature extraction, the 

DWT was applied to each image to decompose it into 

its respective approximation and detail coefficients. 

Practically, two criteria are necessary to ensure a better 

decomposition. These are focused on the optimal 

mother wavelet function and the level of wavelet 

decomposition. As we discussed previously, in our 

experiments, three different families of wavelets were 

used to perform DWT analysis on each image. The latter 

(18) 

(17) 
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are given as follows: 

 The Daubechies family with an order that varies from 

1 to 8 (Db1, Db2, ..., Db8). 

 The Coiflet family with an order that varies from 1 to 

5 (Coif1, Coif2..., Coif5). 

 The Symlet family has an order that varies from 1 to 

8 (Sym1, Sym2, ..., Sym8). 

The wavelet decomposition of an image at level 𝑛, 

returns a vector C that contains the approximation and 

detail coefficients organized by level (a(n), h(n), v(n), 

d(n), h (n-1), v (n-1), d(n-1),..., h(1),v(1), d(1)). Here, a, 

h, v, and d, are vectors containing the approximation 

coefficients, the horizontal detail coefficients, the 

vertical detail coefficients and the diagonal detail 

coefficients, respectively.  

After 2D wavelet decomposition, the energy 

percentages, corresponding to the approximation 𝐸𝑎, 

the horizontal details Eh, the vertical details 𝐸𝑣 and the 

diagonal details Ed, are determined at each 

decomposition level. The resulting feature set, 

combined with energy feature Et, forms the first DWE 

descriptor given as follows: 

𝑋1 = [𝐸𝑎(𝑛), 𝐸ℎ(𝑛), 𝐸𝑣(𝑛), 𝐸𝑑(𝑛), 𝐸ℎ(𝑛 − 1), 𝐸𝑣(𝑛 −
1), 𝐸𝑑(𝑛 − 1), . . . , 𝐸ℎ(1), 𝐸𝑣(1), 𝐸𝑑(1), 𝐸𝑡]      

Then, the second LWE descriptor is obtained by 

calculating the logarithm of the values belonging to the 

𝑋1 vector. This is given as: 

𝑋2 = 𝑙𝑜𝑔(𝑋1) 

Finally, the WCC descriptor is obtained by applying 

DCT to the feature belonging to the second descriptor: 

𝑋3 = 𝐷𝐶𝑇(𝑋2) 

After the feature extraction phase, a feature selection 

algorithm is used to test the resulting feature subsets and 

thereby select the most relevant one. The choice of the 

optimal subset is made by the classifier, which evaluates 

all the candidate subsets to choose the one ensuring 

better recognition for each emotion. 

3.3. Results and Discussion 

In the following, we present the results and discussions 

of the proposed FER framework. Firstly, we will give the 

effect of the mother wavelet and decomposition of the 

associated levels on the performances.  

According to the different orders of the mother 

wavelet and the associated maximum decomposition 

level, the SVM classifier is trained and tested using the 

selected features. The performance results, for each 

emotion, were evaluated by computing the recognition 

rate 𝑅 given as follows [50]: 

𝑅 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑟𝑒𝑐𝑜𝑔𝑛𝑖𝑠𝑒𝑑 𝑖𝑚𝑎𝑔𝑒𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑒𝑠𝑡 𝑖𝑚𝑎𝑔𝑒𝑠
× 100 

The best results, in terms of the recognition rate of the 

different emotions, corresponding to each of the three 

descriptors (DWE, LWE and WCC), are presented in 

Table 2. These results were obtained after testing the 

different possible cases according to the three types of 

features that result from using the three descriptors. 

The analysis of the obtained results shows that the 

proposed framework achieves a good recognition rate 

exceeding 81% for all types of expression. In fact, our 

proposed framework, for features extracted from the 

DWE descriptor, yields a higher recognition rate for 

expressions of surprise and fear. For angry and neutral 

expressions, this rate is greater when using the features 

extracted from the LWE descriptor. Finally, for the 

emotions of contempt, disgust, happiness and sadness, 

the same rate is greater when using the features 

extracted from the WCC descriptor. 

Table 2. Performance results obtained for each emotion. 

Emotion 
Best 

descriptor 

Optimal 

mother 

wavelet 

Decompositio

n level 

Recognition 

rate (JAFEE) 

Recognition 

rate (CK+) 

Anger LWE Sym1 7 85.71% 86.34% 

Contempt WCC Db8 3 / 94.41% 

Fear DWE Db2 6 90.48% 90.06% 

Disgust WCC Db1 7 91.43% 81.37% 

Sad WCC Sym7 3 87.62% 90.68% 

Happy WCC Sym2 6 90.47% 85.51% 

Surprise DWE Sym6 4 96.19% 85.92% 

Neutral LWE Db6 4 85.71% / 

3.4. Performance Evaluation 

The results presented in Tables 3 and 4 show the 

contributions of the proposed features selection 

approach to improving the overall performance of the 

recognition framework. Indeed, as shown by these two 

tables, the proposed selection approach significantly 

increases the recognition rate by using only a reduced 

number of relevant features. This is because the selection 

method solves the problem of the dimensionality curse. 

For example, for the case of the emotion of anger, the 

use of the proposed selection approach made it possible 

to exploit only 4.35% (a reduction of 95.65%) of the 

initial total number of features (used before the selection 

operation) to ensure the recognition task with an increase 

of 17.14% in the recognition rate. 

Table 3. Recognition rate and number of features obtained for each 

emotion for the JAFFE database before and after adoption of the 

selection approach. 

Emotion 

Recognition rate 
Number of 

features 

Rate of reduction in 

the number of 

features 

Before 

Selection 

(𝐑𝐛) 

After 

Selection 

(𝐑𝐚) 

Improvement 

Rate 

(𝐑𝐚 − 𝐑𝐛) 

Before 

Selection 

(𝐍𝐟𝐛) 

After 

Selection 

(𝐍𝐟𝐚) 

(𝟏 − (𝐍𝐟𝐚/𝐍𝐟𝐛))
×  𝟏𝟎𝟎 

Anger 68.57% 85.71% 17.14% 23 1 95.65% 

Contempt / / / / / / 

Fear 74.29% 90.48% 16.19% 20 9 55% 

Disgust 81.90% 91.43% 9.53% 23 8 65.22% 

Sad 72.38% 87.62% 15.24% 11 1 90.91% 

Happy 84.76% 90.47% 5.71% 20 7 65% 

Surprise 89.52% 96.19% 6.67% 14 9 35.71% 

Neutral 45.71% 85.71% 40% 14 1 92.86% 
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Table 4. Recognition rate and number of features obtained for each 

emotion in the CK+ database before and after adoption of the 
selection approach. 

Emotion 

Recognition rate 
Number of 

features 

Rate of reduction 

in the number of 

features 

Before 

Selection 

(𝑹𝒃) 

After 

Selection 

(𝑹𝒂) 

Improvement 

Rate 

(𝑹𝒂 − 𝑹𝒃) 

Before 

Selection 

(𝑵𝒇𝒃) 

After 

Selection 

(𝑵𝒇𝒂) 

(𝟏 − (𝑵𝒇𝒂/𝑵𝒇𝒃))

×  𝟏𝟎𝟎 

Anger 75.57% 86.34% 10.77% 23 1 95.65% 

Contempt 82.61% 94.41% 11.8% 11 1 90.91% 

Fear 87.99% 90.06% 2.07% 20 17 15% 

Disgust 73.08% 81.37% 8.29% 23 1 95.65% 

Sad 70.39% 90.68% 20.29% 11 1 90.91% 

Happy 82.19% 85.51% 3.32% 20 12 40% 

Surprise 75.98% 85.92% 9.94% 14 5 64.29% 

Neutral / / / / / / 

Generally, for all other emotions, the proposed feature 

selection approach reduces the number of features and 

increases the recognition rate, leading to improved 

performance in terms of response time. In fact, the 

increase in the recognition rate is between 5.71% and 40 

% for the JAFFE database and between 2.07% and 

20.29% for the CK+ database. Likewise, the reduction 

rate in the number of features was between 35.71% and 

95.65% for the JAFEE database and between 15% and 

95.65% for the CK+ database. 

To better explain this phenomenon, we take the 

example of surprise emotion recognition using the 

JAFFE database. The resulting variation in the 

recognition rate as a function of the number of features 

is shown in Figure 9. As illustrated in this figure, if the 

classifier uses the entire set of extracted features, then 

the maximum level of decomposition, corresponding 

Sym6 wavelet, is equal to 4. This process yielded a total 

of 14 features (1 approximation coefficient, 4 horizontal 

detail coefficients, 4 vertical detail coefficients, 4 

diagonal detail coefficients plus 1 additional energy 

coefficient). In this case, the recognition rate reaches a 

value of 89.52%. 

 

Figure 9. Variation in the recognition rate (surprise emotion) as a 

function of the number of features. 

If the classifier now evaluates the relevance of each 

of the features and selects only those that increase the 

performance, the recognition rate will reach 96.19% (an 

improvement of 6.67%) using only 9 features (a 

reduction rate in the number of features equal to 

35.71%). 

3.5. Performance Comparison 

To demonstrate the effectiveness of our proposed FER 

framework, it is compared to that of the LBP method. 

The latter one has proven to be a simple and effective 

method for facial expression representation [3]. It 

consists of a descriptor that can be used in image 

processing and computer vision for representing the 

texture of an image [38]. The LBP operator takes a local 

neighborhood around each pixel, limits the pixels in that 

neighborhood to the value of the central pixel, and uses 

the resulting binary valued image patch as a local image 

descriptor [1]. 

The LBP descriptor for every pixel in an image is 

given as [38]:  

𝐿𝐵𝑃(𝑃, 𝑅) =  ∑ 𝑠(𝑔𝑝 − 𝑔𝑐

𝑃−1

𝑝=0

) 2𝑝  

Where: s(x) represents the signum function 

corresponding to the LBP. 𝑔 𝑝  and 𝑔𝑐 are the gray levels 

of a neighboring pixel and of the central pixel 

respectively. 

The resulting binary code is then converted into a 

decimal number, which represents the texture pattern of 

that pixel. By applying LBP to each pixel in an image, a 

histogram of these patterns can be created, providing a 

compact representation of the image's texture. 

In this work, the comparison of the performance of 

our proposed framework with that of LBP one is carried 

out under the same conditions using the same data. The 

results, in terms of facial expression recognition rate, are 

presented in Figures 10 and 11 for both the JAFFE and 

CK+ databases, respectively. As shown in Figure 10, for 

the JAFFE database, our framework outperforms the 

LBP-based framework for the majority of emotions 

(fear, disgust, happy, surprise, sad and neutral).  

 

Figure 10. Comparison between the facial expression recognition 

rates (in %) obtained by our proposed framework and those obtained 

by the LBP-based framework in the JAFFE database. 

However, the recognition rate is similar to that 

obtained by the LBP-based framework for the emotion 

of anger. For the CK+ database, as shown in Figure 11, 

the proposed framework, compared to the LBP-based 

framework, achieves the best performance for the 

emotions of anger and contempt. For other emotions, the 

LBP-based framework slightly outperforms our 

framework. Despite these last findings regarding the 

(23) 
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recognition rate of our framework, it remains more 

efficient in terms of the response time than the LBP-

based framework, as we will see in the next section. 

 
Figure 11. Comparison between the facial expression recognition 

rates (in %) obtained by our proposed framework and those obtained 

by the LBP-based framework in the CK+ database. 

3.6. Response Time Comparison 

To compare the response time of our proposed 

framework with that of the LBP-based framework, a 

study was conducted to determine the number of 

features required to train each framework. The results 

are given as follows: 

 For the LBP-based framework: as shown in Table 5, 

each original image is transformed into an LBP 

image by assigning a value among 2p=28=256 others 

to each of its pixels. Next, the resulting image is 

converted into a feature vector by calculating a 

histogram showing the frequency of occurrence 

corresponding to each LBP value. The final vector is 

therefore of length 256. 

 For our proposed framework: as shown in the same 

table, the number of features does not exceed 9 in the 

JAFFE database (for fear and surprise) or 17 features 

in the CK+ database (for fear). 

Therefore, compared with that of our feature vector, the 

size of the resulting feature vector based on the LBP 

framework is large, which proves that our proposed 

framework outperforms the LBP-based one in terms of 

computational complexity. To confirm this result, 

simulations using the MATLAB tool are conducted to 

test the computation time consumed by the two 

frameworks mentioned above. The results, provided and 

illustrated in Table 5, demonstrate the response time 

efficiency of our proposed method compared to that of 

the LBP method. In fact, according to this table, our 

proposed framework has a very low calculation time for 

the two databases (25% for JAFEE and 10.63% for 

CK+). 

Table 5. Simulation results of the computing time criterion for both 
the JAFFE and CK+ databases. 

Database Method Number of required features Consumed 

time in % 
JAFFE 

database 
Our method 9 25% 
LBP method 256 100% 

CK+ database Our method 17 10.63% 
LBP method 256 100% 

4. Conclusions 

In this paper, an improved framework, based on the 

combination of a new feature extraction method and a 

feature selection scheme, is proposed. This framework, 

which is realized in several steps, can be used to achieve 

more efficient recognition of individual facial 

expressions. In its first step, which consists of feature 

extraction, three descriptors (based on DWT) are 

proposed for extracting three types of features. 

Concerning its second step in characterizing feature 

selection, a Wrapper approach has been used to choose 

only the most relevant features among those already 

extracted. A complete study was carried out according to 

the different orders of DWTs of three mothers and the 

maximum level of decomposition, allowing us to find 

the best decomposition method enabling a better FER. 

Here, the SVM classifier was used in the last step to 

determine the recognition rates in each study case. The 

simulation results, based on the JAFFE database show 

that the proposed framework yields the best overall 

performance in terms of the recognition rate compared 

to the LBP-based framework. For the CK+ database, our 

proposed method shows better performance for some 

emotions (with maximum recognition rate degradation 

of LBP-based system reaching up to 48.25%.) and a 

fairly similar performance for the rest of the emotions 

(with maximum recognition rate degradation of our 

proposed framework reaching only 12.58%.) compared 

to the LBP framework. For both databases, our proposed 

FER framework yields a shorter response time than do 

the other framework. This is because our proposed 

framework has low complexity in the recognition 

process, which classifies it among the frameworks that 

allow a trade-off between complexity and efficiency. In 

future work, we consider combining the proposed 

framework with image denoising and automatic face 

detection algorithms. 
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