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Abstract: Curved texts pose a significant challenge in detection in ‘the wild’, primarily due to the inherent variabilities in text 

orientation and possible distortions while the images are being acquired. Standard text detection models have been observed to 

exhibit low accuracy in detecting texts on curved surfaces. To fill this gap, there have been a variety of deep learning-based 

models proposed to date which have achieved low to moderate success. This paper implements a DL-based model for the 

detection and recognition of text from scenic images. The proposed approach applies different image processing techniques such 

as Gray scale conversion, noise removal using median filter, normalization and Otsu’s Binarization and a panoptic segmentation 

technique for achieving desired text detection performance. A synthetic dataset is created which is used to fill in the gaps of 

character annotation and multi-orientation. The performance of the proposed approach is determined using different evaluation 

metrics and the results are compared against existing techniques such as You Only Look Once version 5 (YOLOv5), HDBNet, 

Bidirectional Perspective Network (BiP-Net), and Res18-LVT. Results show that the proposed approach achieves better 

performance in terms of precision (98.7%), recall (91.7%), and F1 score (94.5%) as compared to existing classification models. 
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1. Introduction 

Text detection from scenic images has been one of the 

most utilized areas of research in information retrieval 

system. Researchers working primarily in information 

retrieval domain   use text detection as a potential tool 

in various applications such as sign recognition [22], 

vehicle identification [26], navigation [22], etc., Several 

techniques have been developed over time for extracting 

text from images [4, 33]. However, the demand for a 

more effective technique still persists. Images 

containing text have been historically classified into 

broad groups of either natural scenic images or images 

of document. Document images or images containing 

text of documentary nature are not considered as ‘in the 

wild’ or scenic images as they are mostly acquired with 

least interference from environmental challenges. 

Although, text present in scenic images in various 

instances might exhibit important information such as 

traffic signs or signboard and might be difficult to 

interpret. Hence, it is crucial to find legible text from 

such scenic images for interpretation and understanding. 

Unlike text extraction from images of document, it is 

challenging to recognize text from scenic images [33]. 

Whereas it is easy to recognize text information from 

the images but factors such as cluttered background, 

similarity between texts and overlapping occlusions 

occur more often increases the difficulty of the text  

 
recognition process [28, 29]. These factors often make 

it challenging to distinguish between the textual and 

non-textual regions in the scenic images. In addition, 

issues such as text alignment, poor visibility of text, 

multi-lingual text, improper orientation, and blurring, 

skewed, variations in font types and sizes in scenic 

images makes text detection and recognition a complex 

task. The emergence of artificial intelligence techniques 

has motivated the researchers to implement Deep 

Learning (DL) for text detection and recognition [35, 

39]. These techniques perform text detection and text 

recognition simultaneously and this attribute makes 

them a popular candidate for this process. In the text 

detection process, the text instances in images are 

localized, and text recognition helps to obtain legible 

characters from cropped images containing text. 

Different existing techniques such as You Only Look 

Once version 5 (YOLOv5) [23], HDBNet [34], 

Bidirectional Perspective Network (BiP-Net) [33], and 

Res18-LVT [11] were used previously for text 

detection. The YoloV5 model is one of the advanced 

version of traditional Yolo architectures. YOLOv5 

generates features from input images, which are then 

processed by a prediction system to draw bounding 

boxes around objects and classify them. During each 

training batch, YOLOv5 uses a data loader that 

performs online data augmentation on the training data. 
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In the HDBNet detection model, the image is first 

processed through the ResNet backbone network with a 

feature pyramid. This feature pyramid performs up-

sampling from top to bottom and concatenates the up-

sampled features with features of the same size to 

produce feature maps. These maps are then used to 

predict the probability map and the threshold map. The 

approximate binary map is calculated using these two. 

The probability map indicates the likelihood of a pixel 

being text, while the threshold map determines whether 

each pixel is text. Each pixel is adaptively binarized 

based on these maps. In the BiP-Net model, firstly, the 

input RAW burst is processed through the edge boosting 

feature alignment module to extract features, reduce 

noise, and correct spatial and color misalignment among 

the burst features. Second, a pseudo-burst is created by 

exchanging information so that each feature map in the 

pseudo-burst incorporates complementary properties 

from all the actual burst image features. Finally, the 

multi-frame pseudo-burst features are processed using 

the adaptive group up sampling module to generate the 

final high-quality image. Lastly, the Res18-LVT 

network basically consists of a ResNet-18 architecture 

with a Long Former Vision Transformer (LVT) for 

enhanced image processing or analysis tasks. 

Despite this prevalence of related methodologies, 

there is a lack of availability of effective techniques 

which can recognize multi-oriented and curved texts 

from input images [15]. The work presented Yim et al. 

[39] exhibits better performance in terms of recognizing 

arbitrary multi-oriented texts. However, the 

performance of the approach deteriorates when applied 

for detecting curved texts due to large character spacing 

and limited text representation. These challenges 

motivate this research to implement a proposed model 

for recognizing curved text from scenic images. 

The individuality of the planned method deceits in 

the implementation of the panoptic segmentation 

through DL for text detection. This approach combines 

both semantic and instance segmentation seamlessly 

within a single framework. Panoptic segmentation 

provides a holistic understanding of visual scenes by 

delineating both static elements and things in an image. 

While DL model enhance the performance of 

segmentation [15]. Together, they offer a 

comprehensive solution that performs better than 

traditional object detection methods by capturing richer 

scene semantics and individual object details 

simultaneously, thus attractive the accurateness and 

interpretability of recognition consequences. 

The following is an overview of this paper's primary 

contributions: 

 This paper proposed a DL based recognition 

algorithm to detect and recognize multi-oriented and 

curved text from scenic images. 

 To address the gaps in multi-orientation and feature 

commenting, an artificial data set is being developed. 

 The objective of this study is to improve text 

recognition efficiency by tackling issues including 

image blur, inappropriate lighting, alignment 

variance, and size variability. 

 The recommended model's effectiveness has been 

verified through a comparison with the current model 

using various evaluation measures, including f1 

score, accuracy, and recollection. 

The remainder of the document is organized as follows: 

A brief overview of current methods for text detection 

and recognition is given in section 2. The primary study 

technique that outlines the recommended approach's 

process is covered in section 3. It provides a quick 

explanation of how the recommended text recognition 

model operates. The simulation results and performance 

evaluation are covered in section 4. The paper's findings 

from experiments and future scope are presented in 

section 5. 

2. Literature Review  

A significant amount of research work has been 

published in recent times to accurately detect and 

recognize from large scale image databases [29, 30, 31, 

32, 33, 34]. Extracting information from scenic images 

has been a challenging task since it requires deep feature 

extraction. Various research works have provided 

solution to this problem [10, 21, 40]. The studies 

presented in Gilal et al. [9], Lin et al. [20], Yang et al. 

[36], Zhang et al. [42], perform end-to-end text 

recognition using two phases namely text detection and 

recognition. These techniques segment and create 

bounding boxes around the text in scenic images. As 

discussed previously, identification and localization of 

text areas in complex backgrounds has a complex task 

and two main methods are adopted to overcome this 

problem. The first method has been based on the 

character region, which has been discussed in Bhatt et 

al. [3] and Manjari et al. [24]. These methods localize 

the character regions by connecting the individual 

components and then the localized characters are 

integrated to form a word. The second method uses 

sliding windows which is discussed in Detectron2.com 

[7], Yu et al. [37]. These methods employ a sliding 

window for identifying the textural areas within the 

image and recognize the text using machine learning 

models. Conventional techniques use manual feature 

extraction methods wherein the text has been detected 

from scenic images manually. These methods use 

features such as maximally stable extremal regions 

(MSERs) [5], features such as Histogram of Oriented 

Gradients (HOG) [24], Stroke Width Transforms 

(SWT) [25] for finding textual regions and generating 

output for text recognition. In addition to these, machine 

learning classifiers such as Support Vector Machines 

(SVM) and other Machine Learning (ML) classifiers 

[27], K-Nearest Neighbors (KNN) classifiers [11]. The 
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drawbacks of these techniques are that they require 

expert knowledge to achieve high performance. 

Majority of the previously existing techniques use 

manually hand-crafted features for text recognition. 

These techniques have been replaced with sophisticated 

DL techniques. Yang et al. [38] focused on recognizing 

text from objects using Deep Neural Networks (DNN). 

Wang et al. [32] implemented a DL based Rotational 

You Only Look Once (R-YOLO) for designing a text 

detection framework to detect arbitrary text from natural 

scenes. The obtained textural regions are given as input 

to the R-YOLO model for recognizing texts. The recent 

advancements in text recognition using DL are 

discussed in Yang et al. [35]. This review emphasizes 

end-to-end text recognition using different DL 

algorithms such as Convolutional Neural Networks 

(CNN) and Recurrent Neural Networks (RNN). It can 

be inferred from existing studies that, most of the 

techniques focus on recognizing texts based on single 

orientation (horizontal based) [8] and the demand for 

detecting multi-oriented and curved texts is still 

persistent.  

3. Proposed Methodology 

The preliminary aim of this research is to accurately 

detect and recognize multi-oriented and curved texts 

from scenic images. A DL based proposed model has 

been implemented in this research for recognizing texts. 

The proposed algorithm has an advanced library which 

is derived from Facebook AI Research (FAIR). In this 

research, proposed model performs instance 

segmentation of text obtained from scenic images. The 

block diagram of the proposed approach has been 

illustrated in Figure 1. A brief overview of the stages 

involved in the implementation of the proposed 

methodology has been discussed in the sub sections 

below: 

 

Figure 1. Block diagram of the curved text detection model. 

3.1. Data Acquisition 

A new synthetic dataset was created for experimental 

analysis. The dataset consisted of overall 1061 images 

of 14 different scenic backgrounds. The train-test split 

was such that out of 1061 images, 200 images were used 

for testing the model and remaining for training 

purposes. The collected input images had different 

dimensions. However, in this research the size of the 

images has been limited to a minimum value of 400 and 

maximum value of 4000. For image annotation, a ‘label 

me’ tool has been used. Image annotation refers to the 

process of labeling the images to highlight the 

characteristics of the data. In this research, the images 

are labeled automatically and the labeled image has 

been shown in Figure 2. 

 

Figure 2. Annotated image. 

3.2. Data Preprocessing 

The scenic images fed into the model are pre-processed 

to increase the efficiency of the proposed model and 

reduce the complexity of the text detection and 

recognition process. Uncertainties such as external 

noise, missing values, redundant data are filtered out to 

achieve better recognition performance. In addition, the 

images are preprocessed to overcome possible 

challenges such as distortions, varying sizes, and 

missing image information. In this research, 

preprocessing has been performed using different stages 

such as; Gray scale conversion, noise removal using 

median filter, normalization and Otsu’s Binarization. 

● Gray scale conversion: in this step, the colored input 

images are converted into the grayscale image. The 

conversion has been performed to extract descriptors 

from small image areas instead of operating entirely 

on the Gray scale image. This process simplifies the 

recognition process, reduces the dimension and 

complexity.  

● Normalization: this research performs normalization 

to logically group the image information within the 

same range (usually the range is between 0 and 1). In 

other words, to normalize the values of all images 

used for the recognition process. 

● Skew correction: when the images are scanned there 

is a possibility that the scanned or captured image 

might be slightly skewed. Skew correction has been 

performed in this research to determine the skewness 

in the image and to correct it [41]. This is done to 

achieve better performance in terms of text 

recognition.  

● Image scaling: for effective text recognition, the size 

of the image should be greater than 300 Pixel Per 

Inch (PPI). The size of the images lesser than 300 PPI 

are rescaled to increase the size. As mentioned 

before, the size of the images are limited to a 



892                                                   The International Arab Journal of Information Technology, Vol. 21, No. 5, September 2024 

minimum value of 400 and maximum value of 4000 

scale invariant. 

● OTSU’s binarization: in this research, binarization 

has been performed using OTSU's thresholding 

method. The OTSUs threshold method employs a 

linear discriminant criterion, wherein a single image 

has been considered with text visible in both 

foreground and background. Here, the variability and 

stratification of the background has not considered 

for the analysis and a suitable threshold value has 

been set for reducing the overlapping conditions of 

the class distributions. In this research, the threshold 

value has been set to 0.7 and 0.5. 

● Noise removal using median filter: a median filter has 

been used in this research since it performs better in 

comparison to the mean filter without losing any 

important data [3]. In this research, the median filter 

reduces the magnitude of intensity variation between 

the pixels in the input image. 

3.3. Image Segmentation and Curved Text 

Detection Using Proposed Model 

In order to obtain effective text recognition, the pixels 

in the images are clustered wherein the pixels are 

grouped into different regions of coherent colors. This 

process is known as image segmentation. In this 

process, the input images are divided into multiple 

segments to simplify the analysis. In this case, 

segmentation has been performed to cluster images 

based on text and non-text pixels. However, for text 

recognition, the annotations will differ and each pixel 

will be segmented as one of the available characters. In 

this research, the image segmentation has been 

performed using the proposed object detection model. 

The proposed model can overcome the limitations 

associated with other object detection models such as 

high computational complexity. This model belongs to 

the FAIR library [4, 6] which has been extensively used 

in object detection and image segmentation tasks. The 

proposed model has been advanced version of the 

Detectron and the MaskRCNN model [19] which 

provides better results for both tasks. This model 

incorporates a Faster R-CNN [18], Mask R-CNN [21], 

RetinaNet, and other widely used detection methods are 

all incorporated into this model. Related to semantic 

instance, and panoptic segmented are the three primary 

segmentation techniques that it carries out.This research 

employs a panoptic segmentation model which creates 

a unifying path between semantic and instance 

segmentation [14]. For implementing proposed model 

in a more effective manner, a JavaScript Object 

Notation (JSON) based image file system has been used 

wherein the images to be labeled are considered. The 

file consists of three parts namely: 

1. Images. 

2. Categories. 

3. Annotations. 

The information has been extracted from the binary 

masks which represent the actual image on black color 

and marked images on white color as shown in Figure 

3. 

 

Figure 3. Training and testing of the proposed model for panoptic segmentation. 

In the first part, each image file has been connected 

with an identifier and the dimensions of each image has 

been determined. The categories section in the file 

system allows registration of each image to the classes 

that are grouped into a specific category. Lastly, 

annotations used an object identifier to identify whether 

the image or group of images belongs to the correct 

category or not. Further, it identifies the sequence of the 
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coordinate pairs which restrict the region it occupies and 

also identifies the coordinates of the bounding boxes. 

For Annotation, after gathering enough images, the 

images are labelled using a “labelme” tool. For panoptic 

segmentation: the algorithm begins by taking an image 

(X) and the number of classes in the dataset as input. It 

then initializes the model components: loading a pre-

trained ResNet50 backbone network, initializing 

Semantic and Instance Segmentation Heads, and 

defining the Panoptic Segmentation Fusion Layer. 

Additionally, it sets up the loss function (cross entropy 

loss) and optimizer (Adam) for training. During the 

forward pass, the input image goes through the 

backbone network to extract features. These features are 

used to generate semantic and instance segmentation 

predictions through their respective heads. The 

predictions are fused together using the panoptic 

segmentation fusion layer to produce the final panoptic 

segmentation predictions. The model is then trained 

over multiple epochs in a loop. Each epoch involves 

iterating through training data batches, computing the 

loss, and updating the model parameters using gradient 

descent. Throughout training, the forward pass is 

performed to obtain panoptic segmentation predictions, 

and the loss is computed to measure the model's 

performance against ground truth targets. Finally, the 

gradients of the loss with respect to the model 

parameters are computed during the backward pass, and 

the model weights are updated using the optimizer's 

update rule. This process repeats until the model 

converges to optimal performance. The architecture of 

the proposed object detection model and the workflow 

used in this implementation has been illustrated in 

Figure 4.  

 
Figure 4. Architecture of the proposed model. 

In this proposed model incorporates a Faster 

Regional Convolutional Neural Network (R-CNN) with 

a Feature Pyramid Network (FPN) [18] for detecting the 

bounding boxes put around the text. With base layer as 

R-CNN and FPN, the model has been extended to a 

mask R-CNN model which generates the segmentation 

mask in proposed model. As a result, as illustrated in 

Figures 3 and 4, the suggested architecture features a 

two-layered system with three key components: a 

backbone of the internet, a Region Proposal Network 

(RPN), and a Region Of Interest (ROI) head (box head). 

The RPN uses the numerous scales map of 

characteristics to identify text sections, and by standard, 

it produces 1000 recommended boxes along with an 

accuracy score. Additionally, the box head uses an 

entirely interconnected layer of the ResNet model to 

classify the identified images, recognize the precise 

positioning of the box, and crop each feature map into 

several features of different sizes. ResNet layers are 

used to extract map features from the submitted scenic 

images, with FPN serving as the network’s backbone. A 

base block containing four bottleneck blocks (res 2, res 

3, res 4, and res 5) is incorporated into the ResNet 

model. The input image has been down-sampled using 

a max pooling layer with the same duration as the 77 

convolution layers with a stride of 2 in the stem block. 

The dimensions of the stem block's output mapping of 

features are 64×H/4xW/4, where H and W stand for the 

input image's dimensions in pixels, correspondingly. 
The FPN network is made up of four production 

characteristic maps from the ResNet model's bottle 

Netblocks: lateral, output convolutional, and output. 

Each later and convolution layer takes the output 

features from the bottleneck blocks and converts them 

to 256-channel feature maps using different channel 

numbers (256, 512, 1024, and 2048). The output of the 

res 4 initiates the forward operation of the FPN, and the 

same channel numbers are employed in a 3x3 output 

convolution layer. The obtained output feature map has 

been termed as P4 and the output of res 4 is given as 

input to the up sampler and has been added with the 

output of previous block (res 3) using a lateral 

convolution. The resultant feature map has been 

considered as the output and being termed as P3. The 

process was repeated twice and the obtained feature 

maps are termed as P2 and P1. A down-sampled feature 

representation of the res 4 final was used to create the 

final P5 result map of characteristics. In line with this, 

the ROI head block is made up of two distinct heads: the 

face head and the box head. The ROI pooling procedure 

is used to feed the images of the box into the box head. 

Bounding box detection and score prediction have been 

achieved by the utilization of the box head's final output. 

Conversely, the mask head receives the outcomes from 

the box head along with the four output feature maps 

from the FPN layer as input. Images in the box head 

with a few prediction maps make up the final output 

image of the proposed model: one for the class (image-

level classification), one for the bounding box 

(localization), and one for the segmented mask (pixel-

level classification). The resulting prediction maps are 

used as the segmentation mask of the output image. The 

curved texts are detected based on three criteria’s: 

1. If each pixel in the input scenic image corresponds to 

the text. 
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2. If the pixels are located within the text area. 

3. If the input image pixel specifies the orientation of 

the text pixel. The performance of the proposed 

approach has been discussed in the below section. 

4. Results and Discussion 

This segment discusses the performance evaluation of 

the future object detection model used for the 

recognition and appreciation of curved text from scenic 

images. The model has been trained using a similar 

training process used in the object detection processes. 

The only difference is that this research uses a panoptic 

segmentation process instead of a traditional object 

detection process. All parameters used as user-defined. 

The parameters used for training the future model are 

tabulated in Table 1. 

Table 1. Parameters used for training proposed model. 

Parameters Value 

Learning rate 0.00025 

Batch size 128 

Image per batch 2 

Number of iterations 700 

Number of classes 3 

4.1. Performance Evaluation of the Proposed 

Model 

The performance of the proposed model has been 

evaluated using different performance metrics such as 

precision, recall, and F1 score. These metrics are 

represented using a confusion matrix whose elements 

are defined using four elements namely True Positive 

(TP), True Negative (TN), False Positive (FP), and 

False Negative (FN) as shown in Figure 5. 

 

Figure 5. Confusion matrix. 

It can be inferred from the confusion matrix that the 

number of TP, TN, FP, and FN are 174, 3, 0, and 16 

respectively. Results show that there are no false 

positives detected by the proposed model. The model 

has been trained using both training and testing images 

with appropriate batch size. The training loss and 

validation loss models that we created for our research 

algorithm as graphs.  After training this model, the total 

loss of proposed model with respect to the number of 

iterations has been computed as illustrated in Figure 6. 

 

Figure 6. Total loss of the proposed model. 

The loss of the proposed model has been determined 

for more than 500 iterations. It can be inferred from 

Figure 7 that the loss decreases with the increase in the 

number of iterations. This shows that the loss attains 

stability after certain iterations. The performance of the 

proposed model has been determined for two threshold 

values namely 0.7 and 0.5. The results of the same are 

discussed in below Figures 8. 

 

Figure 7. Results of proposed model for a threshold value of 0.7. 
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Figure 8. Results of proposed model for a threshold value of 0.5. 

4.2. Comparative Analysis 

The performance of the proposed approach has been 

validated with respect to different performance metrics 

and has been compared with existing models such as 

YOLOv5 [23], HDBNet [31], BiP-Net [33], and Res18-

LVT [11]. Different metrics such as precision, recall, 

and F1 score, are used to evaluate the performance. The 

mathematical expressions for determining the 

performance metrics are defined as [38]: 

The percentage of TFs found among all pertinent 

ground facts is known as recall. The definition of the 

recall is:  

Recall=
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

The amount of accurate positive forecasts is known as 

precision. The level of precision is established.  

Precision=
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

F1 score=
2 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

The results of the comparative analysis are tabulated in 

Table 2. 

Table 2. Results of the comparative analysis. 

Metrics Proposed 

model YOLOv5 HDB Net BiP-Net Res18-LVT 

Precision 0.99 0.90 0.94 0.87 0.90 
Recall 0.92 0.85 0.79 0.82 0.84 

F1 score 0.95 0.88 0.86 0.85 0.87 

 

Figure 9. Comparative analysis. 

The results indicate that, based on various evaluation 

measures, the recommended approach performs better 

than the current classification models. The 

recommended model's performance is entirely 

dependent on its validation and training results. With a 

precision of 98.7%, recall of 91.7%, and an F1 score of 

94.5%, the recommended approach performed 

admirably. As compared to other methods, the BiP-Net 

model achieved lowest performance with a precision of 

87%. Results have been validated that the proposed 

model can be used for real-time detection and 

recognition of curved texts from scenic images. 

(1) 

(2) 

(3) 
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5. Conclusions and Future Scope 

An efficient curved text detection and recognition 

approach using DL-based proposed model has been 

presented in this paper. A new dataset has been created 

that consists of different scenic images which are used 

to train the proposed model for text recognition. The 

proposed approach employed image preprocessing and 

a panoptic segmentation technique for accurate text 

recognition. The proposed model has been an advanced 

version of the traditional Detectron model which was 

trained using the training dataset and the effectiveness 

of the model was validated using the testing images. 

Results shows that the proposed model achieved 

superior performance as compared to existing YOLOv5, 

HDBNet, BiP-Net, and Res18-LVT models in terms of 

achieving better precision and F1 score. The advantages 

of the proposed approach are better holistic scene 

understanding, improved accuracy, and efficient 

implementation. While the model also suffers from 

certain limitations such as high complexity and 

computational cost, data requirements, model 

interpretability, fine-tuning and optimization and 

deployment challenges. For future research, this work 

can be extended to the implementation of advanced 

ensemble learning techniques for the detection of 

curved text from scenic images. 
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