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Abstract: Machine Translation (MT) is a crucial application of Natural Language Processing (NLP). This MT technique 

automatic and based on computers. One of the most modern techniques adopted in MT is Machine Learning (ML). Over the past 

few years, ML has grown in popularity during MT process among researchers. Ambiguity is a major challenge in MT. Word 

Sense Disambiguation (WSD) is a common technique for solving the ambiguity problem. ML approaches are commonly used for 

the WSD techniques and are used for training and testing purposes. The outcome prediction of the test data gives encouraging 

results. Text classification is one of the most significant techniques for resolving the WSD. In this paper, we have analyzed some 

common supervised ML text classification algorithms and also proposed a “hybrid model” called “AmbiF.” We have compared 

the results of all analyzed algorithms with the proposed model “AmbiF. The analyzed supervised algorithms are Decision Tree 

(DT), Bayesian network, Support Vector Machines (SVMs), K-Nearest Neighbor (KNN), Random Forest (RF), and Logistic 

Regression (LR). The range of accuracy for all the algorithms that were examined is between sixty-eight and eighty-four percent. 

To improve the accuracy of the AmbiF model, we have merged the DT, SVM, and Naïve Bayes (NB)-classifier approach. For 

testing the model, we have used the ten-fold cross-validation test method. The AmbiF model’s accuracy has been reported eighty-

five percent. Comparing the AmbiF model to all other analyzed supervised ML classification algorithms, it has also demonstrated 

great precision, recall, and F-score. Waikato Environment for Knowledge Analysis (WEKA)’s ML-tool is used to analyze the 

algorithms and the AmbiF model. 

Keywords: Bayes theorem, machine learning, machine translation, naïve bayes classification, supervised approach, 

unsupervised approach, and word sense disambiguation. 
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I. Introduction 

Since the beginning of the time, humans have used a 

variety of machines to complete various operations 

more quickly. These machines made life easier and 

faster for humans by completing their demands in all 

areas. The idea of human and computer interfaces first 

appeared in the 1980s, after which, it has developed 

quickly [19]. Machine Translation (MT) is one of them. 

Machine Learning (ML) plays a vital role in MT. ML is 

the rapidly growing sub field of Artificial Intelligence 

(AI) and is designed to develop the human intelligence 

by learning from the environment. ML algorithms are 

helpful to make the computers to learn. ML is currently  

 
being actively used in all aspects of daily life. The term 

ML was first used by Samuel [31]. According to him 

term ML is defined as “ML is a sub field of AI that trains 

computers to become independent and also enhancing 

the learning process from the experiences without any 

human interaction.” Web-based search engines, photo 

labelling applications, junk mail detectors, MT etc., are 

only a few examples of real-world applications where 

ML is helpful.  

1.1. Applications of Machine Learning 

Some of the most popular ML in Natural Language 

Processing (NLP) include Speech and Language 
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Recognition (SLR), Information Extraction (IE), 

Information Retrieval (IR), and MT. Among these 

applications the most significant is MT, which uses ML 

algorithms to translate speech and text from source 

language to target language. Figure 1 displays the 

various ML applications. 

 

Figure 1. Applications of ML. 

1. Speech Recognition (SR) 

Speech is the primary form of human interaction. With 

the use of SR, oral words can be converted into the 

written text [29]. Figure 2 shows the SR process. 

 

Figure 2. Process of SR. 

The primary benefit of SR technology is the speed at 

which papers can be written. This technique is faster 

than any human being could type. 

2. Information Retrieval (IR). 

The information that is most important to the user’s 

query is organized, stored, recovered, and estimated by 

an IR system. A user sends an enquiry in the form of a 

request that is built in natural languages whenever he 

needs any information. As Lancaster (1979), indicated 

that: “An IR system does not provide the user with 

information on the topic of their query. It just provides 

information about the availability and location of 

documents related to their query” [36]. The word 

documents also contain non-textual elements like 

graphics and audio. Figure 3 depicts the fundamentals 

process of IR procedure. 

 

Figure 3. Process of IR system. 

After processing on raw data, the IR process always 

provides the information of the user’s request. 

3. Information Extraction (IE). 

The amount of raw data on the World Wide Web is vast. 

There is enough information in the data to answer every 

given inquiry. Accessing pertinent information is made 

possible by a number of information processing tools, 

including IE, text summarization, and question-

answering software. The IE system provides an output 

as an overview after receiving raw data as input. It 

provides the slots that the retrieval system offers. 

Example: “This morning I have seen a fast running 

white colored bullet.” 

Extracted Information are: 

 Colour: white. 

 Object name: bike. 

 Model: bullet. 

 Speed: fast. 

 Day: today. 

 Time : morning. 

An IE system can be made through the use of an 

engineering process based on the knowledge and rules. 

It can also be produced through the training process. The 

strategy that performs best when all of the resources 

related to linguistics and human specialists are 

accessible is knowledge-based engineering. Different 

training algorithms can apply to the available training 

data set. For solving the ambiguity problem, we can 

extract the information from the semantic analysis [30]. 

4. Machine Translation (MT). 

NLP applications heavily rely on MT. MT is the process 

of translating text automatically from one language into 

another without human involvement. In Figure 4, the 

translation process is shown. 

 

Figure 4. MT process. 

 

Figure 5. Classification of MT approaches. 

In the multilingual nation of India, just three percent 

of the population can understand English [34]. 
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Therefore, a MT system is required in order to convert 

any information from one language to other languages. 

The MT system can be categorized according to the 

internal process of translation. Based on the different 

methodologies, the MT system can be broadly divided 

into four categories, which is shown in Figure 5. 

Each MT strategy has its own advantages and 

disadvantages. Today, the most common method 

involves the testing of various combinations. Obtaining 

a translation free of errors is the main objective of the 

MT process. Finding a translation that is 100 percent 

accurate is more difficult due to some structural and 

stylistic differences in different languages. These 

differences includes word sense, idioms, word order, 

pronoun resolution, and ambiguity. Figure 6 illustrate 

the structural and stylistic variations and the detailed 

explanation of structural and stylistic differences is 

shown in Table 1. 

 

Figure 6. Differences in structure and style that occurs during the 

MT process. 

Table 1. Dissimilarities in structure and style elements that appear during the MT processes. 

S. No. Problem Explanation Example 

1. 
Order of 

words 

As a result, translation is more challenging because order of 
words differ from language to language. As an illustration, we 

can observe that sentences in Sanskrit are structured with 

subjects, objects, and verbs order while sentences in English are 
structured with subjects, verbs, and objects order. 

Sentences in the English language follows Subject-Verb-Object 

order while sentences in Sanskrit language go along with Subject-

Object-Verb order. 
1. Sita (S) reads (V) book (O). (English sentence) 

2. सीता (S) पुस्तकं(O) पठतत(V). (Sanskrit sentence) 

2. 
Sense of 

words 

It is possible to translate a word's meaning in one language into 

a different meaning in the target language. This difficulty may 
significantly complicate the choice of significant meaning in 

the target language. 

In sentence “This is a big crane.” While translating from English to 

Sanskrit the word “crane” it have two meanings: 

1. “यन्त्रः ” 

2. “खगः” 

3. 
Resolution of 

pronoun 

For a translation to be accurate, the prepositional phrases term 
must be resolved correctly. A prepositional phrases reference 

connects a previously described object to another text portion 

of the sentence 

Consider the sentence “Hari is a businessman. He has a white car.” 

In this sentence subject “Hari” is connected to the pronoun “he.” 

4. Idioms 

The idioms have indirect meanings and used in sentences, 

Idiomatic phrases can be changed it their native language 

equivalents. 

Consider the following idiom: “Better late than never” 

Its meaning is “Better to arrive late than not to come at all” that 

cannot be directly translated. 

5. Ambiguity 

Those terms in the target language, that have multiple meanings 
are referred to as ambiguous words. This issue is termed as 

ambiguity problem. This ambiguity issue has to be resolved 

before translation. 

In sentence “This well is dry and deep” 

Well is an ambiguous word in this sentence, and when translating it 

into the Sanskrit language, we must find a way to make it clearer 

because Sanskrit gives i.e., “कूपः” and “कुशलम्” meanings. 

 

1.2. Ambiguity: A Major Challenge during 

Process of Machine Translation 

Almost all main languages contain numerous terms that 

can imply multiple meanings depending on the 

situation. These words are classified as “ambiguous 

words” while their presence is termed to as “ambiguity” 

[13]. Approximately, all natural languages suffers from 

the ambiguity challenge. Every languages have various 

ambiguous words, which can have different meanings 

depending on the Parts-Of-Speech (POS). Ambiguity is 

the term used to describe the situation where a word or 

phrase in a sentence has more than one meaning or 

interpretation. There are many words that have different 

meanings and can be interpreted in numerous ways to 

mean in different things. The English phrases “I am 

well” and “This well is dry” for instance, could be 

translated into Sanskrit as “in a good or satisfactory 

way” (कुशलम)् or “a shaft sunk into the ground to obtain 

water, oil, or gas” (कूपः) depending on the context. The 

ambiguity can be grouped into two categories i.e. word-

level ambiguity and sentence-level ambiguity. This 

classification is shown in Figure 7. 

Following a review of the relevant literature, we may 

categorize ambiguity into the following five groups, 

which are shown in Figure 8 and each sorts of ambiguity 

is described and thoroughly discussed with an example 

in Table 2. 

 

Figure 7. Different levels of ambiguity. 

 

Figure 8. Various kinds of ambiguities. 
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Table 2. Various kinds of ambiguities, with explanations and examples. 

S. No. 
Kinds of 

ambiguity 
Description Example Explanation  

1. Lexical ambiguity 

Lexical Ambiguity suggests that 

certain words may have more than 
one meaning. 

“The fisherman 

went to the 
bank” 

In this sentence The word “bank refers to a “financial institution” or a 

“region of land near the river” in this statement. 

2. 
Semantic 

ambiguity 

A sentence is said to be semantically 

ambiguous when there are several 
possible interpretation. 

“Ram kissed his 

son, and so did 
John” 

Interpretation 1: “Ram kissed his son and also John kissed to Ram’s son.” 

Interpretation 2: “Ram kissed to his son and also John kissed to his son.” 

3. 
Pragmatic 

ambiguity 

Pragmatic ambiguity suggests that a 

sentence has more than one meaning. 

“Do you know 

what time is it?” 

This sentence has multiple meanings. 

a) Inquiring about the current time. 
b) Expressing anger to someone who failed to do the work on due time. 

4. 
Syntactic 
ambiguity 

When more than two interpretations 
of a statement may be made, there is 

syntactic ambiguity. 

“Both the old 

man and woman 
are watching the 

TV” 

In the given sentence there are two interpretation made by the word old 
i.e. Adjective old is attached with the man only or with the both man and 

woman. 

5. POS ambiguity 

When a single word can be used as a 

noun, verb, adjective, adverb, etc. as 

well as another part of speech, this is 

known as part-of-speech ambiguity 

“This present is 

very beautiful 

The “present” has two meanings in the given example, each 

corresponding to a distinct part of speech: 
a) First is the present is a noun which means “a gift” or “the period of 

time now occurring.” 

b) Second is the adjective that implies “in a particular place.” 

 

1.3. Ambiguity: AMajor Challenge in the 

English Language 

All Indian languages have ambiguity of various kinds. 

Because English is the mother language in many 

nations, it is widely believed to be the most important 

language in the world. The term “ambiguous words” 

refers to the many words in the English language that 

have multiple connotations in various contexts. When 

used with adjectives, verbs, or nouns, present or past 

participles in English invariably lead to part-of-speech 

ambiguity [27, 33]. These ambiguous terms must be 

appropriately disambiguated for the translation to be 

accurate in the target language when we translate from 

one natural language to another. Some ambiguous 

words and their meaning with respect to their 

corresponding POS is shown in Figure 9. 

 

Figure 9. Few English ambiguous words and senses with relation to their respective POS. 

1.4. Ambiguity: Resolution and Word Sense 

Disambiguation (WSD) 

Document can be translated from the source dialect to 

the target dialect using MT. Different types of 

ambiguity have been observed in almost all natural 

languages. These ambiguous words must be properly 

decoded in order to be translated into the correct target 

language when we translate from one language to 

another. The disambiguation procedure can be used to 

resolve the ambiguity issue. The most significant 

application in which we employ WSD methods for the 

elimination of various forms of ambiguity is MT [5]. As 

a result, WSD is the disambiguation technique for 

determining a word's precise meaning. Word sense 

determination, often known as WSD. Finding the 

precise meaning and appropriate sense of an ambiguous 

word in a sentence is a process known as WSD. This 

method identifies the precise meaning of a sentence 

when as stem refers to a word having several meanings. 

Because of this, ambiguous words can have multiple 

meanings, and the WSD approach can assist in 

determining the precise meaning of a word [25]. For 

WSD processes, a variety of strategies can be used. 

Knowledge-based, supervised learning, and 

unsupervised learning methodologies are among them. 

The supervised learning methodologies have been 

covered in this work. On the WEKA tool, all algorithms 

are assessed and analyzed. Also each algorithm’s 

classification accuracy is reported. Figure 10 displays 

these techniques. 
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Figure 10. Various kinds of WSD approaches. 

1.5. WEKA: An Open-Source Machine 

Learning Tool 

All the ML approaches are analyzed and run on the 

WEKA tool. The WEKA is abbreviated as “Waikato 

Environment for Knowledge Analysis.” This analysis 

tool was created by the University of Waikato in New 

Zealand. It is free software that offers tools for preparing 

data, implementing ML algorithms, and visualizing 

results. It enables us to create ML models and apply 

them to real-life disambiguation problems. 

It can be found on the World Wide Web for free. 

Because this software is written in Java, it can be ported 

and used on a variety of platforms. WEKA has both a 

command line and a graphical user interface. The 

explorer and the experimenter are the two main 

categories of its operation [7]. 

• We can pre-process a dataset using the explorer, run 

it through a learning algorithm, and evaluate the 

develop classifier. A specific kind of learning 

approach is a classifier.  

• The experimenter allows us to combine multiple 

learners and compare their performance so we can 

select one approach for prediction. 

 

Figure 11. Screenshot of WEKA ML-tool. 

WEKA’s most important and valuable feature is the 

implementation of learning models. Filters, which are 

tools for preparing data, are another useful element of 

WEKA. WEKA’s primary focus is on classifier and 

filter methods. Implementations of methods for learning 

association rules and clustering data without a class 

value are also included. The dataset to which the 

algorithms will be applied must be in the Attribute 

Related File Format (ARFF) format. All of the standard 

text classification tasks are covered in this tool, 

including classification, clustering, and association, 

regression, and attribute selection. These tasks require a 

huge amount of data visualization and preparation. 

Various data visualization and preprocessing tasks are 

available. Each algorithm and technique uses a single 

relational table as input, which can be read from a file 

or generated through a database request [18]. The 

screenshot of the WEKA tool is shown in Figure 11. 

2. Organization of the Paper 

This paper is organized as follows: In section 2, Related 

Work. Section 3, we have explained and covered the 

various supervised ML approaches. In section 4, we 

have suggested our proposed model AmbiF along with 

its datasets, functionalities, and testing methodologies. 

In section 5, we have talked about the detailed accuracy 

and outcome and discussion of the research. In section 

6, finally, we have covered the study's conclusion and 

its direction for future. 

3. Related Work 

The majority of the research on categorizing texts into 

distinct categories, including text classification, 

categorization, and routing, is founded on the same kind 

of bag-of-words representations that are employed in 

IR. There have been no successful attempts to increase 

performance by adding word sense data into text 

representations. However, the study use of the Reuters 

news collection has demonstrated the importance of 

topical domains and the potency of a WSD method to 

document categorization. A further study has shown that 

improving performance by including features in 

document representations for text document 

classification yields competitive outcomes on the 

Reuters-21578 and OHSUMED datasets. These 

developments have been facilitated by the incorporation 

of synonyms as well as the recognition of multiword 

phrases. More progress can be made by encompassing 

concepts. In work that is closely related to this, [15] 

showed improvements in document clustering. Naïve 

Bayes (NB) classifier was used to classify heart 

diseases. Experiments have been conducted on the 

coronary heart disease dataset to analyze its effects and 

outcomes. It claims to have 100% accuracy and 

outperforms NB [16]. Neural approach is used to 

develop a text classifier that is based on the learning 

Vector Quantization algorithm. It is a classification 

method that uses a competitive supervised learning 

algorithm [22]. 

4. Supervised Machine Learning 

Approaches 

There are three commonly used ML approaches that we 

can use for the correct classification of the document. 

These approaches are the knowledge-based approach, 

the supervised learning approach, and the unsupervised 
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learning approach. Functioning of ML approaches are 

shown in Figure 12. 

 

Figure 12. Working of ML approaches. 

Among these three approaches, supervised approach 

is the most commonly used and is a probability based 

approach. These supervised ML algorithms can help the 

computers correctly classify the sentences on the basis 

of training provided using training data and extracted 

features. These algorithms are useful for determining 

the right meaning of an ambiguous word during the 

WSD process [23]. In Figure 13, commonly used 

supervised ML techniques are displayed. 

 

Figure 13. Classification of supervised ML approaches. 

4.1. Decision Tree 

One of the most significant and popular supervised 

learning algorithms is Decision Tree (DT) learning. It is 

a tree-based ML technique. These trees can be utilized 

to make judgments and put those decisions into action 

by implementing systems. A common type of data 

structure for storing information for searching and 

sorting operations is the tree. These trees can also be 

used to make judgments and put systems into place 

depending on those decisions. The following features 

can define a binary DTs. To make speedy decisions, 

these binary trees are used. A DTis a predictor, h: X Y 

that moves from the root node of a tree to a leaf in order 

to forecast the label associated with an instance x. For 

the sake of simplicity, we concentrate on the binary 

classification context, that is, Y=0, 1, however DTs can 

also be used for other prediction issues. The successor 

child is selected based on a partitioning of the input 

space at each node along the root-to-leaf path. Most of 

the time, the splitting is determined by one of x’s 

characteristics or by predetermined set of splitting rules. 

A distinctive label is present on each leaf. 

Example of DT: building a DT for the fruit 

classification is shown in Figure 14. 

 

Figure 14. Example of a DT. 

In Figure 13, a DT for the fruit classification is 

shown. To check the category of a given fruit, the DT 

first examines the color of the fruit. It color is green or 

yellow, then the tree immediately predicts that the fruit 

is “pear” and “lemon” respectively. If the color s red 

then it further examines the size of the fruit. If the size 

is small then it is cherry otherwise fruit is an apple. We 

have to know the color and size of that fruit. If the color 

is red and size is big then it is an apple otherwise it is a 

cherry. 

4.1.1. Sample Complexity 

Thresholding the value of a particular characteristic is 

the foundation of a common splitting rule at the interior 

nodes of the tree. In other words, we shift to the node’s 

right or left child depending on 1[xi<θ], where i[d] is the 

index of the pertinent feature and R is the threshold. In 

these scenarios, a DTmay be conceptualized as the 

division of the instance space, X=Rd, into cells, with 

each leaf of the tree denoting a single cell. 

In blocks of size log2 (d+3) bits apiece, n+1 blocks 

will be used to depict a tree with n nodes. The last block 

signifies the completion of the code, with the preceding 

n blocks encoding the tree's nodes in a depth-first order 

(preorder). Each block shows if the current node is one 

of the following: 

• A node with the internal type 1[xi=1] for some i[d] 

• A leaf with a value of 1 and a leaf with a value of 0 

• The code has ended. 

Since there are d+3 alternatives overall, each block 

needs to be described using log2 (d+3) bits. 

Considering that each internal node has two 

offspring, It is simple to demonstrate that the tree is 

being encoded without any prefixes and that the 

description length of a tree with n nodes is (n + 1) log2 

(d+3). 

4.2. Random Forest 

One of the best and most widely used text classification 

technique is Random Forest (RF). This classifier uses an 

ensemble approach that groups different DTs together. 

In contrast to a single DT, a RF algorithm will have 

higher accuracy value. The same dataset's DTs can be 
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used to construct a RF, but they cannot be correlated. 

The output of this procedure will be a tree that is built 

using the findings of various DTs [37]. Based on the 

characteristics or attributes of a new item, each DT 

generates a vote for its categorization, and the 

classification of the item is made by the tree with the 

highest number of votes. Figure 15 displays a graphic 

representation of the RF algorithm. 

 

Figure 15. The RF algorithm is shown diagrammatically. 

Compared to a single DT, this algorithm's accuracy 

is substantially higher while reducing the probability of 

overflow. This approach does not experience a time 

barrier because the DT operate in parallel. There is no 

need for normalization or scaling because this model 

offers excellent precision on a variety of topics. The 

problem of overfitting of the single DT can be reduce by 

constructing the ensembles of trees.  

Breiman (2001) describe the RFs in the following 

ways: A RF is a type of classifier that consists of a group 

of DTs, each of which is built by using the algorithm A 

on the training set S plus an additional random vector θ, 

which is drawn from a distribution. A majority vote over 

the forecasts of the various trees results in the prediction 

of the RF. The algorithm A and the distribution over 

must be defined in order to identify a specific RF. 

4.3. Naïve Bayes’ Classifier 

The supervised probability-based ML technique known 

as the NB classifier relies on the Bayes theorem. The 

majority of text categorization issues are solved with 

this classifier method. The training data-set contains a 

large number of variables that are all independent of one 

another. The term “features” refers to these independent 

factors. This method uses the Bayes’ theorem to 

calculate the likelihood of specific qualities in a given 

class [4, 11, 35]. The highest value in this situation 

indicates the class that is the most “significant.” The NB 

model is simple to use and effective for training high-

dimensional datasets. It is straightforward, simple to 

use, and performs better than every other classification 

approach. To determine the probability value for each 

class, apply the formula below: 

POS =(argmax)┬c P(c)∏_(x=1)^m〖P(fx/c) 

POS=(argmax)┬c〖P(c/f1,f2,………fx)〗 

POS=(argmax)┬c(f1,f2,……fx/c)P(c)/(P(f1,f2,…..fx)) 

Here, POS represents the part of speech of the 

ambiguous word w, f1, f2, f3, ……. fx are the selected 

attributes, and x represents the total number of features 

extracted. 

One of the widely used methods for classifying texts 

is the NB. This method is probability-based, offers a 

quantifiable way to assess how well other algorithms 

perform. The conditional probability of an event 

occurring is estimated in Bayesian learning, and that 

event is also related to certain other events [1, 24]. 

A well-known example of how generative 

assumptions and parameter estimations may make 

learning easier is the Naive Bayes classifier. Consider 

the issue of predicting a label y 0, 1 using a vector of 

attributes x= (x1,..., xd), where we presumptively place 

each xi in the range of 0, 1. Recall that is the Bayes 

optimum classifier. 

h_Bayes (x) = argmax y0,1 P[Y = y│X = x] 

We require two-dimensional parameters, each of which 

corresponds to P[Y=1|X=x] for a certain value of x0, 1d, 

to characterise the probability function 

P[Y = y|X = x] 

In the Naive Bayes approach we make the (rather naive) 

generative assumption that given the label, the features 

are independent of each other. That is,  

P[X=x│Y=y]=Y d_i=1P[X_i=X_i|Y=y] 

With this assumption and using Bayes’ rule, the Bayes 

optimal classifier can be further simplified:  

h_Bayes (x)=argmax yϵ{0,1}P/Y=y/X=x 

= argmaxy∈{0,1}P[Y = y]P[X = x|Y =y] 

= argmax y∈{0,1} P[Y = y] Ydi=1P[Xi = xi|Y = y] 

That is, now the number of parameters we need to 

estimate is only 2d+1. Here, the generative assumption 

we made reduced significantly the number of 

parameters we need to learn. When we also estimate the 

parameters using the maximum likelihood principle, the 

resulting classifier is called the Naive Bayes classifier. 

4.3.1. Bayes’ Theorem 

Bayes’ Rule or Bayes' Law are various names for Bayes' 

Theorem. This theorem helps in calculating the 

conditional probability of any occurring event using 

prior probability. ML makes extensive use of the Bayes 

theorem [2, 38]. If there are two occurrences P and Q, 

then the following equation can be used to determine the 

Bayes’ theorem formula:  

P(P/Q)=(P(Q/P)*P(P))/(P(Q)) 

Here, P and Q are the two occurring events. 

P(P|Q) is the posterior probability (P is an occurring 

event that occurs after the occurrence of event Q). P(P) 

is the prior probability (this is the probability that is 

calculated before the occurrence of an event). P(Q|P) is 

the Likelihood Probability of event Q that is calculated 

(1) 

(2) 

(3) 

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 

(10) 
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after the occurrence of evidence of an event P and the 

Marginal Probability is P(Q). 

Bayes’ rule is used to determine the conditional 

probability characteristics of a given class [3, 32]. The 

conditional probabilities of value for each term and 

attribute in a given sentence are calculated using this 

approach. The best outcome is produced by the highest 

value. 

4.4. K-Nearest Neighbor (KNN) 

The KNN approach is a simple but effective non-

parametric grouping method [14]. In accordance with 

the votes of its k neighbors, this technique preserves all 

examples that are now available and groups new ones 

[39]. After classifying the unlabeled observations, 

KNN, a common statistical method, is used to classify 

the observations. The training dataset and testing dataset 

feature features of observations are gathered. 

Regression and classification problems can both be 

addressed by the technique. With the help of this 

technique, two crucial ideas can be implemented: 

• One method relies on measuring the separation 

between two attributes in the training and test 

samples that are similar. Choose the category to 

which the neighbor belongs first, then locate the k 

closest neighbors, and then choose the class for the 

upcoming data [20]. 

• Choosing the value of k, the parameter that 

determines how many neighbors the KNN algorithm 

can use, is an alternative strategy. The effectiveness 

of the KNN algorithm is significantly influenced by 

the selection of k [42]. 

 

Figure 16. Displaying the distance between the extracted attributes 

and the ambiguous words. 

Choosing the best value for k in this strategy requires 

careful consideration. Both too small and too huge are 

undesirable. When k is too little, the model becomes 

excessively specific, struggles to generalize, and is more 

sensitive to noise. Although the model predicts well on 

the training dataset, but it performs poorly on the test 

data. This condition is called the “over-fitting” of the 

model. For both the learning and assessment data sets, 

the extended model won't be a good indicator if k is set 

too high. This situation is termed as under-fitting [14]. 

WEKA’s inbuilt KNN function is known as IBK. Figure 

16 illustrates the computation of the Euclidean distances 

D1 and D2 for the traits that matched the test data. This 

diagram illustrates how the distances were calculated 

with K=1. 

The following equation can be used to get the 

Euclidean distance between any two points:  

=√((X_2-X_1 )^2+(Y_2-Y_1 )^2) 

Here, the coordinates of the test word are in this case X1 

and Y1and the coordinates of the matched feature are X2 

and Y2. 

Suppose X is an instance domain and metric function 

is ρ: then the distance between any two points between 

X is return by the equation: 

For example, if X=Rd then ρ can be the Euclidean 

distance calculated by the following equation:  

ρ(X,X^' )=|(|x-x^' |)|=√〖Σ_(i=1)^d (xi-x^' i)〗^2 

A set of training examples is denoted by S=(x1, y1), ..., 

(xm, ym). Let 1(x), ..., m(x) be a reordering of 1, ..., m in 

accordance with their separation from x, xi for each x X, 

i.e., for all i<m.  

ρ(X,X_πi(x))≤ ρ(X,X_πi(x+1)) 

When k=1, then 1-NN rule can be defined as follows: 

h_(s(x)=y(π1(x))) 

One may define the prediction for regression issues, 

namely Y=R, as the average goal of the KNNs.  

h_(s(x))=1/2 Σ(i=1 )^k y_(πi(x)) 

More specifically, the k-NN rule with regard to some 

function: 〖(X×Y)^(k )→Y, the k-NN rule with respect 

to will be:  

h_(s(x))=∅ ((X_(π1(x),) y_π1(x) ,……..〖(X_(πk(x),) y_πk(x))) 

We may get a weighted average of the targets based on 

their separation from x if Y=R:  

h_(s(x)=∑_(j=1)^k(ρ(x,x_(πi(x)))/(ρ(x,x_(πi(x)))y_(πi(x))) 

4.5. Support Vector Machine Algorithm 

Support Vector Machine (SVM) are supervised learning 

techniques, therefore they require labelled, previously 

studied data to categorize newly discovered data. The 

fundamental strategy for categorizing the data begins 

with an effort to develop a function that divides the data 

points into the appropriate labels with, a) the least 

amount of mistakes or b) the widest margin. Due to the 

labels’ improved ability to identify one another, greater 

vacant spaces near to the splitting function produce less 

mistakes. 

SVM operates on both simple and complicated 

datasets and is like a sharp knife. It is a more effective 

and robust algorithm for creating ML models. It 

primarily helps with classification problems. This 

method allows us to represent each data item as a [9] 

point with a value for each feature in n-dimensional 

space. The hyperplane can then be found in order to 

undertake classification. This hyper-plane makes a clear 

distinction between the two different classes [17]. The 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 
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Sequential Minimal Optimizations (SMO) is the in-built 

function for SVM in WEKA. Figure 17 is showing the 

support vectors and hyperplane of the datasets. 

 

Figure 17. Features indicating the support vectors in SVMs 

algorithms. 

4.6. Logistic Regression 

This supervised text classification system uses a 

probability-based methodology. When the output will 

be a binary number and the data sets are unconditional, 

a predictive method is applied. Binary classification 

issues are those that base their solutions on binary 

output [40]. The LR curve is “S” shaped curve called 

sigmoid and is displayed in Figure 18. 

 

Figure 18. Curve of LR. 

We use the sigmoid function in ML to convert 

predictions to probabilities. The function maps any real 

value between 0 and 1. The sigmoid function of a LR is 

denoted by the following equation:  

"Ø(Z)"=1/(1+"e-z") 

Here, “Ø(Z)” is the calculated probability. 

The hypothesis class for homogenous linear function 

is given by the following equation:  

H_sig=φsig°L_d={X_7→φsig(w,x_()):w∈ R^d 

If (w, x) is very large then φ_(sig ) ((w,x)) is close to 1, 

while if its value is too small then φ_(sig ) ((w, x)) is 

close to 0. 

5. Proposed Methodology 

In this analysis, we suggest a hybrid model called 

“AmbiF” to get a more precise text categorization result. 

The hybrid model combines multiple categorization 

techniques into a single model to enhance the system 

performance [12]. This model was created for the 

predictions of test sentences having an ambiguous 

words. We employed the stacking method of the 

assembling methodology in our model [26, 41]. Figure 

19 depicts the suggested model for the new class 

prediction. 

 

Figure 19. Suggested model for the prediction of test sentences. 

5.1. AmbiF Model 

The “AmbiF” model was developed to more accurately 

remove POS ambiguities. We have merged the three 

supervised text classification methods in one model. 

The study is carried out in the WEKA data analysis tool 

using the methods SVM, DT, and NB [10]. A 

comprehensive hybrid model is shown in Figure 20. 

 

Figure 20. The hybrid model “AmbiF.” 

We merged SVM, DT, and NB classifier techniques 

in the suggested model AmbiF to obtain high-quality 

disambiguation. The in-built function in WEKA for 

SVM is SMO, and J48 for DT. 

5.2. Functioning of AmbiF Model 

The following actions are taken while using the AmbiF 

model: 

1. The input is given in English sentences with 

ambiguous words having different part-of-speech. 

2. Tokens are produced from the sentence's individual 

words. 

3. If an ambiguous word is discovered during the 

morphological analysis process using a 

lexical/ambiguous dataset, it becomes our target 

word, and we must disambiguate it. 

4. Using the AmbiF model in relation to the training 

dataset, we must disambiguate the target word. SVM, 

DTs, and Naive Bayes are the three supervised ML 

categorization methods included in this model. 

5. After using this model, we have obtained the text that 

had been cleared of all ambiguity and sent it to EtranS 

(18) 

(19) 
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to determine its precise meaning.  

The overall functioning of the AmbiF model is 

presented in Figure 21. 

 

Figure 21. Functioning of the AmbiF model. 

5.3. Datset for Experiment 

The use of datasets is crucial in ML. There are two 

categories of dataset: training dataset and test dataset. 

The sentences in the training dataset contain a variety of 

ambiguous keywords. To predict the POS, the system 

has been trained using the AmbiF model to extract 

information from the surrounding around the 

ambiguous target word. A group of sentences are used 

as test data to evaluate a particular model. The training 

that was given to the model has a direct correlation with 

the prediction's accuracy. The outcomes are better the 

better trained a model is. We have used a data set of 

2000 sentences to evaluate the effectiveness of 

supervised ML algorithms along with the model AmbiF. 

The goal is to train the algorithm and get a reliable 

POS prediction for the provided test data. The training 

of the system and correct prediction for the given test 

data set will be made possible by the information 

provided by words close to the ambiguous word. The 

training dataset is based on the collocation method of 

window size three. With window size 3, this dataset 

includes information about the nearby words in relation 

to the target term. It denotes the three words 

immediately left and right of the ambiguous target term 

[28]. Also includes the appropriate part of speech for 

these adjacent words, and class of the ambiguous target 

word. The format of the dataset is shown in Table 3. 

Depending on the part of speech of their unclear 

target word in the sentence, the sentences are classified 

into five class: nouns, verbs, adverbs, prepositions, and 

adjectives. Nominal attribute types make up the 

attributes that were chosen. The Naive Bayes 

classification approach's collocation model serves as the 

foundation for this feature extraction technique. 

 
Table 3. Sample of dataset. 

S.No. Sentences W-3 POS(W-3) W-2 POS(W-2) W-1 POS(W-1) W POS(w) W-+1 POS(W+1) W+2 POS(W-+2) W+3 POS(W+3) Classes 

1 
He is sitting on the 

back seat. 
nil nil He Pronoun sitting Verb back Adjective seat Noun nil nil nil nil Adjective 

2 
Her back is not 

staright. 
nil nil nil nil her Pronoun back Noun not Preposition straight Adjective nil nil Noun 

3 
Please send my 

books back. 
send verb my Pronoun books Noun back Adverb nil nil nil nil nil nil Adverb 

 

5.4. Testing Method 

The ten-fold cross-validation testing method was used 

for the experiment. For assessing the model's 

predictions for the class, this testing technique is the 

most popular data resampling process. The dataset is 

divided into ten sections for cross-validation with ten 

folds at random. In nine of these 10 portions, the training 

data is used, and in the tenth, the testing data is used. 

The tenth part is checked after each repetition of the 

procedure [21]. Assume, for instance, that k is equal to 

10 and we have a dataset of 100 statements, numbered 

S1 through S100. The value of k determines how many 

folds are utilized to partition the dataset. The data is first 

shuffled, then it is divided into ten folds. The number of 

folds used to divide the dataset depends on the value of 

k. We first shuffle the data before dividing it into ten 

folds. We will do ten folds, each of which will include 

ten sentences, for a total of one hundred sentences. 

It always leaves one fold for validation in every 

iteration. The data is provided to the DT, SVM, and NB 

algorithms. The training set was created for each 

classification algorithm so that a model could be 

learned. As a result, it is possible to group data instances 

into recognized classes. Any algorithm’s association 

procedure involves the following steps: 

1. Creating an ARFF or CSV-formatted training 

dataset. 

2. Attribute categorization and identification. 

3. With the training data set, the learning model is built. 

4. The AmbiF model's final prediction for the current 

data set. 

5.5. Experimental Result and Analysis 

To observe the text classification objectives, all 

supervised WSD algorithms are assessed. Many 

instances that were appropriately identified served as 

the basis for evaluating each method. The accuracy has 

been considered in order to determine how well each 

classification method performs. The primary result of 

this study was a comparison of the popular supervised 

ML algorithms (mentioned above) in terms of precision 

and accuracy. The effectiveness of the algorithms was 
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compared using a variety of statistical methods. They 

included F1-score, recall, and precision. Screenshot of 

the dataset in Weka tool is shown in Figure 22. 

 

Figure 22. Screenshot of frequency graph of class attribute with 

respect to total number of part of speech for the dataset. 

Using the following formula, one may determine the 

overall accuracy:  

Accuracy=[true positive + true negative]/N 

Where, N =  

[true positive+true negative+false positive+false negative] 

The experiment is conducted, and the results are 

generated, on the given dataset. Each experiment is 

assessed using stratified ten-fold validation to make sure 

the findings are unbiased. The model was trained to 

increase precision once the dataset was analyzed. To 

categorize the test data into the noun, verb, adjective, 

and adverb classes, 2000 sentences in total are analyzed. 

The accuracy of the algorithms are based on the total 

number of correctly classified sentences. 

Table 4 lists the results of supervised classification 

techniques, including the AmbiF model that was 

suggested. 

Table 4. Ten-fold cross-validation test results. 

S. No. Algorithm Accuracy Percentage 

1. LR 68.4783 

2. IBK 71.5839 

3. RF 72.6708 

4. NB classifier 78.1056 

5. SMO 82.2981 

6. DT (J48) 84.6273 

7. Hybrid Approach 84.7826 

From the Table 4, we see that in AmbiF model, the 

total number of correctly classified sentences are 

increased with respect to all other grouping methods. 

The percentage of sentences that are successfully 

identified in the hybrid model is 84.78%, whereas it 

varies between 68.47 and 84.62% in other studied 

approaches. 

The detailed accuracy of AmbiF model is compared 

with other methods with respect to recall, precision, and 

F1-score. The accuracy reported in Table 5 shows the 

weighted accuracy value under Precision, recall, and F-

score for all the analyzed methods including hybrid 

model. 

6. Comparative Analysis 

We are analyzing and comparing the algorithms 

discussed for text classification and predicting their 

performance evaluation based on the correct and 

incorrect classification of ambiguous words. This 

evaluation is done using features extracted from the 

dataset. The outcome of this testing determines the 

effectiveness of each algorithm on the datasets and 

provides information on the accuracy of each algorithm. 

For this testing, a dataset of 2000 sentences was 

prepared and used to test the performance of various ML 

algorithms, including NB, DT, RF, KNN, SVM, LR, 

and NNs. The results are compared in terms of 

accurately classified sentences. The results of the 

comparisons are shown in Table 5. 

Table 5. Weighted accuracy under precision, recall, and F1-score. 

S. No. Algorithm Precision Recall F1-score 

1. LR 0.691 0.685 0.686 

2. KNN (IBK) 0.720 0.716 0.716 

3. RF 0.763 0.727 0.714 

4. NB classifier 0.786 0.781 0.780 

5. SVM (SMO) 0.824 0.823 0.823 

6. DT (J48) 0.848 0.846 0.846 

7. AmbiF model (proposed techniques) 0.849 0.848 0.848 

Table 5 shows the accuracy values for the ten-fold 

cross-validation test performed for all the six algorithms 

and also for our hybrid model [6, 8]. The efficiency of 

AmbiF model is improved with the reported higher 

accuracy of all other analyzed algorithms. The AmbiF 

model’s accuracy under the “F1-measure” is stated to be 

0.848. Thus it could be a better approach with improved 

accuracy for the English-to-Sanskrit translation. Figure 

23 displays a comparison chart for a selection of 

successfully categorized texts. 

 

Figure 23. Accuracy chart under precision, recall, and F1-score. 

The Figure 23 shows the accuracy measures of six 

analyzed supervised text classification algorithms 

including with the hybrid model. The LR approach 

yields the minimum result, while the DTs approach 

yields the maximum result among all the analyzed 

approaches. The result is further improved in the hybrid 

(20) 

(21) 
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approach, which achieves a result of approximately 

eighty-five percent. 

7. Conclusions and Future Scope 

The goal of this research is to create a hybrid model for 

the expectation of WSD problems by using ML 

classification techniques with appropriate features. The 

pre-processed dataset was prepared and the efficiency 

of the various supervised classification approaches are 

checked. These algorithms are LR, NB, KNN, SVM, 

DT, and RF using the WEKA tool of ML software was 

tested. Precision, recall, and F1-measure were used to 

assess how well the strategies performed. The accuracy 

of every supervised algorithm under study ranges from 

68.4783 to 84.6273 percent. The AmbiF model has been 

established for better performance in enhanced WSD 

techniques. The current work is in the direction of 

building a more accurate algorithm for the English-to-

Sanskrit MT. The disambiguation accuracy is improved 

and reported 84.7826 percent. 

All the validations were implemented only on 17 

attributes. In future we will increase our data size and 

window size to improve the accuracy of the developed 

hybrid model AmbiF. After the pre-processing, the 

classification result may be more accurate because the 

data will be consistent. 
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