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Abstract: In the context of supply chain 4.0, Data Science (DS) can improve operations and inventory management by using 

statistical and machine learning techniques. Additionally, big data can reveal valuable insights for predictive and prescriptive 

analytics, which can aid in enhancing competitiveness in today’s business environment. Accurate demand forecasting in supply 

chain inventory is a fundamental step to improve inventory management, address ordering uncertainties, and minimize costs 

while meeting customer demands. This requires the efficient use of demand forecasting tools, assessing predictive data analysis 

techniques. Challenges can arise from inefficient ordering models, selecting accurate forecasting models, and considering issues 

like over-and underestimation leading to food waste and profit margin impacts, particularly for products with short shelf life. 

Other challenges include enhancing inventory optimization efficiency, adapting to dynamic demands, and formulating optimal 

inventory decisions. In this work, we introduce a supply chain 4.0 inventory management approach, where we combined DS 

techniques, predictive analytics, and big data approach to enhance inventory control. A prediction model is also introduced in 

order to forecast incoming and outgoing inventory. This model is based on a detailed dataset that takes into account the districts 

and seasons data. The model’s performance was evaluated based on performance measurements, such as Mean Squared Error 

(MSE), Mean Absolute Error (MAE), and Root Mean Squared Error (RMSE). Significantly, the results show that the random 

forest algorithm was the best in predicting OUT inventory quantities with an average error equal to 0.011, while the linear 

regression algorithm produced the best performance in predicting IN inventory quantities with an average error of 0.03. 
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1. Introduction 

Inventory management is considered a core component 

in supply chain management. It includes several tasks 

such as inventory tracking, space optimization, 

deadstock tracking, and regulations satisfaction. To 

accomplish these tasks efficiently, advanced 

technologies and operations, such as demand prediction, 

planning, stocking and safety stock management are 

necessary. 

In supply chain 4.0, inventory management has 

advanced and employed advanced technologies and data 

analysis, which results in enhancing operations and 

decision-making. These technologies include stock 

sensing, Radio Frequency IDentification (RFID), IoT, 

blockchain, 3D printing, autonomous vehicles, and 

digital twins. 

In addition, supply chain 4.0 empowers 

digitalization, connectivity, and real-time capabilities, 

besides, it can enhance efficiency and sustainability in  

 
the whole process of supply chain management [39]. 

The integration of these emerging technologies 

empowers the ability of the supply chains. In particular, 

it can optimize inventory control, predict requirements 

accurately, and respond rapidly to varying demands [9]. 

Using data analysis in inventory management can 

include inventory prediction, automated replenishment, 

dynamic stock safety, and supplier collaboration 

analytics, which can employ both quantitative and 

qualitative methods [37]. Big data integration in 

inventory management enables real-time updates, 

perpetual inventory management at various levels, and 

adaptive strategies to encompass diverse inventory 

sources. This leads to improved logistics efficiency for 

carriers, reduced shrinkage for manufacturers, and 

enhanced accuracy for retailers, ultimately streamlining 

supply chain operations and ensuring customer 

satisfaction [37]. Supply chain 4.0 leverages cutting-

edge technologies to transform and optimize inventory 
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management, fostering responsiveness, cost-

effectiveness, and adaptability across the supply chain 

[9]. 

Data Science (DS) integrates statistics and machine 

learning for data-driven insights. It also includes vast 

and diverse data, which can be used to reveal valuable 

insights. On the other hand, predictive analytics 

forecasts future outcomes for proactive decisions, 

prescriptive analytics optimizes performance with 

actionable insights. Furthermore, diagnostic analytics 

identifies root causes for problem-solving, and finally 

descriptive analytics explains past performance and 

trends using historical data. These terms collectively 

empower organizations to harness data’s potential for 

improved efficiency and competitiveness in the modern 

business landscape [14]. 

Leveraging DS and Big Data Analytics (BDA) in 

supply chain 4.0 inventory management is essential to 

enhance performance and competitiveness. Inventories 

data sources can include huge amounts of logistics data 

and customer patterns. Based on these data sources, 

BDA can extract valuable insights predictions, and 

knowledge. Thus, DS can be applied to making 

informed decisions, reducing costs, and improving 

sustainability. In addition, organizations stay responsive 

to customer demands and market trends. Advanced tools 

and software, along with digital supply chain twins, 

empower professionals to optimize operations for 

greater efficiency. To conclude, DS and BDA are 

pivotal in transforming supply chain management into a 

data-driven and strategically advantageous endeavor 

[14]. 

The purpose of the paper is to introduce a supply 

chain 4.0 inventory management approach using DS 

techniques, predictive analytics, and big data to enhance 

inventory control. The main research problem is 

improving accurate demand forecasting in supply 

chains to address ordering uncertainties and minimize 

costs while meeting customer demands. The objectives 

include efficiently using demand forecasting tools, 

assessing predictive data analytics techniques, selecting 

accurate forecasting models, and addressing issues like 

over- and underestimation leading to food waste and 

profit margin impacts. Additionally, challenges include 

enhancing inventory optimization efficiency, adapting 

to dynamic demands, and formulating optimal inventory 

decisions. The inventory status is well-prepared to store 

the products correctly. We did not factor logistics into 

our analysis because our focus is on tracking the 

quantities in and out, allowing us to predict future stock 

levels and ensure seasonal demand is met without any 

shortages. 

The paper is structured as follows: section 2 

introduces inventory management and optimization 

within supply chain 4.0. In section 3, there’s a review of 

literature and related works. Section 4 presents the 

proposed work. Finally, section 5 discusses the 

simulation methodologies and the obtained results. 

2. Inventory Management and Optimization 

in the Era of Supply Chain 4.0 

Industry 4.0 provides digitalization and automation to 

the inventory processes, which allows for automatic 

order tracking based on real-time data and information 

sharing. For example, it automates the widely-used 

ABC inventory classification for smart products that 

carry real-time location and valued information. In 

addition, it provides solutions for uncertainties in supply 

lead-times, customer demand estimation, and dynamic 

factors from suppliers [39]. 

Furthermore, industry 4.0 influences other critical 

parameters like buying cost, storage expense, 

procurement expense, and selling cost of the item, 

thanks to its ability to facilitate real-time data exchange. 

It also revolutionizes the inventory system review 

practices and encourages the transition from periodic to 

continuous reviews. Therefore, Industry 4.0 can 

improve stock management systems, and provide 

efficiency, accuracy, and adaptability in supply chain 

operations [39]. 

The main purpose of an inventory is to deal with 

uncertainties from providers and customers to meet 

demand. It’s crucial to balance effectively the inventory 

levels. Keeping more inventory results in additional 

costs, on the other hand, having too little will not satisfy 

customers. Therefore, it’s essential to optimize 

inventory to reduce costs and fulfill customer 

satisfaction. Inventory optimization involves 

determining when and how much to order, and forming 

an inventory strategy. This ideal strategy is established 

by solving an optimization problem, comprising an 

objective function and constraints that establish 

connections among system variables. The goal can 

either reduce the overall operational costs or enhance 

customer service levels, with decision parameters 

including order timing and order quantities. Data 

analytics can accurately formalize these problems in 

industry 4.0, where it can reach the best inventory 

policies. Moreover, inventory management can digitize 

and analyze supplier and customer data, which can 

minimize the operations cost of inventory management 

in supply chains [39]. 

3. A Taxonomy and Related Works 

Demand forecasting and analysis can be used to 

improve inventory management in supply chains. This 

section presents various paradigms in the literature for 

demand analysis and forecasting. 

The various aspects of demand analysis and 

forecasting methodologies are covered in the 

subsections. Every section focusses on particular 

domains related to inventory management. This 

taxonomy offers a thorough summary of the methods 

used to effectively regulate inventory by utilizing 

supply and demand data. 
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3.1. Demand Forecasting Techniques 

There were several different demand forecasting 

methods proposed in [10, 11, 25, 29, 31]. The used 

techniques include machine learning techniques and 

Bayesian regression analysis.  

The work of Stanelyte [31] focuses on developing an 

inventory optimization and demand forecasting model 

for the retail market. On the other hand, Gattinoni [11] 

suggest the possibility of using better forecasting to 

reorganize inventory management, the model examines 

the relationship between demand forecasting, inventory 

planning, and supply chain efficiency. 

In another work, a comparative study of demand 

prediction techniques in leathercraft companies that are 

not large-sized is conducted by Purnamasari et al. [25]. 

However, Shao et al. [29] recommend an inventory 

optimization plan for automotive spare parts. 

3.2. Demand Uncertainty Management 

In inventory optimization, the problems of seasonality, 

demand variability, and uncertainty were addressed [8, 

18, 23, 35]. Chandrika [4] conducted a simulation-based 

analysis of inventory optimization strategies for a retail 

supplier specializing in protective gear. It emphasizes 

managing demand variability and lead to time 

unpredictability. 

The study presented by Li et al. [18] explores the 

integration of machine learning algorithms for demand 

analysis into cross-border e-commerce Enterprise 

Resource Planning (ERP) systems to refine inventory 

management tactics. In a similar work, Duc et al. [8] 

formulate a mixed-integer linear programming model, 

which operates under the base stock policy. It aims to 

minimize the total costs associated with safety inventory 

holding and shortage. 

Nasution et al. [23] investigate the efficacy of 

machine learning techniques in demand forecasting to 

enhance inventory management within supply chains. 

Finally, Tirkolaee et al. [35] propose a robust 

optimization framework to solve the multi-echelon 

capacitated location-allocation-inventory problem, it 

aims at optimizing the design of supply chain networks 

for maximum efficiency. 

3.3. Dynamic Pricing and Inventory 

Management 

Decision-making based on dynamic pricing, real-time 

demand fluctuations and dynamic inventory 

management was studied [5, 10, 26, 33]. 

Chinello et al. [5] investigate the principal drivers of 

inventory optimization within supply chains. On the 

other hand, Teerasoponpong and Sopadang et al. [33] 

introduce a specialized Decision Support System (DSS), 

which is customized to the needs of Small-and Medium-

sized Enterprises (SMEs). 

A strong optimization framework is presented by Qiu 

et al. [26], which can be used for inventory decisions in 

a retail setting. The framework tackles the problem of 

uncertain demand across many product lines based on a 

constrained budget with various providers. 

Finally, under uncertain demand, Gao et al. [10] 

survey the difficulties in dynamic pricing and dynamic 

inventory management. The fundamental goal of this 

work is to maximize total multi-period earnings. 

3.4. Perishable Product Demand Forecasting 

Several works aim to predict the demand for perishable 

products [1, 13, 20, 26, 34]. 

Gurnani et al. [13] focus on using machine learning 

techniques to predict the needs of a supermarket to 

maintain transactions in the future.  

Similar to this work, a robust optimization 

framework for a retail environment is introduced by Qiu 

et al. [26]. The demand volatility is predicated on tight 

financial constraints for a range of vendors and goods. 

However, Mankar and Khan [20] offer an overview 

of inventory control in the context of transportation and 

logistics. In addition, Afridi et al. [1] present a 

performance measurement method for Vendor-

Managed Inventory (VMI). A Reinforcement Learning 

(RL) approach is suggested for the ideal replenishment 

strategy for the semiconductor industry. 

Finally, the IACPPO inventory replenishment model 

is proposed by Tian et al. [34]. The model combines the 

Proximal Policy Optimization (PPO) and Advantage 

Actor-Critic (A2C) algorithms. With an emphasis on-

demand analysis, the work aims to optimize inventory 

management within supply chains. 

3.5. Cross-Border E-Commerce Demand 

Analysis 

The demand patterns and variability were investigated 

[12, 17, 18, 32, 34] within cross-border e-commerce 

contexts. 

Methodologies, such as big data analysis and 

predictive analytics, were employed to enhance 

efficiency in inventory management and alleviate 

stockouts. 

Li et al. [18] focus on using machine learning 

algorithms within international online commerce ERP 

systems to refine inventory management strategies 

using demand analysis.  

Similarly, Tang et al. [32] introduce an adaptive 

inventory management system utilizing Artificial 

Intelligence (AI) for cross-border e-commerce entities. 

The system aims to optimize inventory levels based on 

extensive data forecasting. 

On the other hand, Kim and Jeong et al. [17] propose 

a demand forecasting plan incorporating ARIMA time 

series analysis and an Economic Order Quantity (EOQ) 

model. The objective is to optimize inventory 

management in mass-production manufacturing 

facilities, based on material supply excess and demand 
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variability. 

Guo et al. [12] attempt to optimize inventory 

management across supply chains by integrating 

demand prediction with web search data. The model 

employs a backpropagation neural network for model 

training. 

Based on demand analysis, Tian et al. [34] introduce 

the IACPPO inventory replenishment model, which 

integrates A2C and PPO algorithms to refine inventory 

management within supply chains. 

3.6. Retail Market Demand Analysis 

The demand forecasting techniques and inventory 

management strategies for the retail sector were 

introduced in [10, 16, 25, 29, 31]. Methodologies are 

employed such as Bayesian methods, machine learning 

algorithms, and analytical tools for practical 

application. Specifically, Stanelyte [31] endeavors to 

construct a demand forecasting and inventory 

optimization model through the analysis of diverse 

techniques for demand prediction within the retail 

market. Similarly, Purnamasari et al. [25] conducts an 

initial comparative study of machine learning and 

traditional projection techniques for demand forecasting 

in small and medium-sized leathercraft enterprises, 

aiming to refine inventory management strategies. 

Additionally, Shao et al. [29] introduce an inventory 

optimization scheme for automotive spare parts, 

grounded in demand forecasting and lateral transfer 

strategies. Furthermore, Gao et al. [10] address the joint 

decision-making problem of adaptive pricing and 

flexible inventory control in apparel supply chains, with 

a focus on optimizing total multi-period profits while 

considering demand uncertainty. Lastly, Keith [16] 

investigates the influence of advanced forecasting 

techniques on inventory management performance 

within supply chains, drawing insights from global 

practices and empirical evidence. 

3.7. Demand-Driven Replenishment Policies 

The replenishment policies grounded in-demand data 

analysis were developed in [3, 8, 28, 30, 36]. Objectives 

include maintaining stockouts, reducing storage costs, 

and optimizing inventory ordering decisions across 

various supply chain contexts. Calero Mantilla and 

Esposito [3] propose an end-to-end approach to enhance 

runout inventory management in supply chains based on 

demand analysis. Similarly, Sihotang [30] delve into the 

application of exponential smoothing methods within a 

DSS to optimize inventory ordering decisions within the 

retail sector. Moreover, Valencia-Cardenas [36] 

undertakes a comparison of different forecasting models 

for demand prediction across multiple products in 

supply chains and subsequently optimizes inventory 

management policies for a gas service station in 

Colombia. Additionally, Duc et al. [8] develop a mixed-

integer linear programming methodology for inventory 

positioning in a supply chain under the base stock 

policy, with the goal of minimizing total costs 

associated with safety inventory holding and shortages. 

Lastly, Dittrich and Fohlmeister [7] introduce a method 

for adaptive and continuously self-optimizing inventory 

control on a global scale utilizing deep q-learning 

techniques. 

3.8. Demand Prediction Integration 

The demand prediction techniques were integrated [12, 

13, 23, 24, 28] with inventory management strategies, 

leveraging various methodologies such as web search 

data, machine learning algorithms, and ensemble deep 

learning-based methodologies to develop more effective 

inventory policies. Specifically, Seyedan et al. [28] 

investigated the utilization of ensemble deep learning-

based forecasting methods to predict future demand 

within the online retail industry, aiming to enhance 

inventory optimization. Likewise, Gurnani et al. [13] 

explore the application of machine learning algorithms 

to predict the amount needed for a supermarket to 

maintain its upcoming sales, thereby contributing to 

inventory optimization within supply chains based on 

demand analysis. Furthermore, Poi and Opara [24] 

investigate the correlation between inventory 

optimization techniques, such as Just-In-Time (JIT) and 

ABC analysis, and customer satisfaction in petroleum 

marketing firms in Rivers State, Nigeria. Additionally, 

Nasution et al. [23] scrutinize the impact of applying 

machine learning techniques to demand forecasting to 

enhance inventory management practices within supply 

chains. Finally, Guo et al. [12] endeavor to optimize 

inventory management in supply chains by 

amalgamating demand prediction with web search data 

and employing a backpropagation neural network for 

training the prediction model. 

3.9. Demand Pattern Analysis 

The demand patterns and variation were analyzed [6, 15, 

27, 38] to categorize inventory items into different 

product families, employing machine learning 

algorithms and optimization techniques to optimize 

inventory stocking and distribution. In the work of 

Kandemir [15], two algorithms are introduced: the first 

is based on statistical analysis. The second is based on 

unsupervised machine learning utilizing k-means 

clustering, to distinguish between seasonal and non-

seasonal products for effective inventory management 

within supply chains. Sarath Kumar and Ramana [27] 

discusses the significance of business intelligence and 

analytics in operations management, emphasizing 

inventory optimization in supply chains based on 

demand analysis. Additionally, Wu et al. [38] introduce 

a Deep Reinforcement Learning (DRL) method tailored 

for supply chain management, aiming to optimize 

inventory management strategies based on demand 

analysis. Furthermore, Dehaybe et al. [6] explore the 
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application of DRL in solving single-item lot sizing 

problems with predetermined expenses, lead time, and 

both unfulfilled orders and missed sales, ultimately 

aiming to optimize inventory management practices 

within supply chains. 

3.10. Demand Adjustment and Collaboration 

The collaborative approaches with key clients and the 

incorporation of forward-looking demand adjustments 

were advocated [17, 19, 21, 22, 25] into traditional 

inventory planning models, to enhance operational 

efficiency and financial performance. 

Makarova [19] work, a collaborative approach to 

inventory optimization in supply chains is proposed, 

with a focus on improving operational and financial 

performance through robust collaboration with key 

Business-to-Business (B2B) clients. Purnamasari et al. 

[25] conduct an initial comparison of machine learning 

and traditional projection techniques for predicting 

demand in small and medium-sized leathercraft 

enterprises, aiming to bolster inventory management 

strategies. Furthermore, Mohamadi et al. [21] tackle the 

challenge of perishable inventory allocation within a 

two-echelon supply chain using DRL, intending to 

mitigate wastage and shortages while enhancing 

efficiency. Kim and Jeong et al. [17] present a demand 

forecasting plan utilizing ARIMA time series analysis 

and an EOQ-based model to optimize inventory 

management in response to excessive material supply 

and demand variability within a mass-production 

manufacturing factory.  

Finally, Namir et al. [22] proposes a model that 

integrates time series analysis, machine learning 

algorithms, and combinatorial optimization. 

4. Materials and Methods 

Focused on predicting seasonal product quantities, the 

model explores the influence of seasons on anticipated 

product volumes. To prevent product shortages across 

various districts, it is essential to maintain inventory 

levels that align with customer needs during each 

season. The model undergoes a two-phase process: in 

the initial phase, it leverages quantities sold in the same 

season and districts five years ago as a reference point, 

while the second phase incorporates the estimation of 

the future quantities that must be fed into the inventory. 

The second phase takes the feedback from phase one. 

Figure 1 explains the abstract model that illustrates the 

general view of our model. 

Before explaining the idea of the model, some terms 

must be clarified such as:  

 OUT-inventory (demand): is the quantity sold from 

inventory. 

 IN-inventory (order): is the quantity required to feed 

the inventory. 

The model in Figure 1 illustrates a multi-step regression 

analysis process involving two phases. In the first stage, 

input features are used to perform regression analysis, 

aiming to predict OUT or demand value. This predicted 

value is subsequently utilized as an input in the second 

phase of regression analysis, along with additional 

features, to predict the final decision of determining the 

value or order (IN) quantities. 

 

Figure 1. Inventory prediction model. 

In essence, the process involves a cascading 

approach where the output from one regression analysis 

serves as an input for another regression analysis. This 

hierarchical structure allows for a more comprehensive 

understanding and prediction of the target variables, 

leveraging both the initial input features and the 

intermediate target variables generated in the first stage 

of analysis. Such an approach can be particularly useful 

in scenarios where the prediction of the second label is 

dependent on both the original input features and the 

predicted values from the first regression analysis. 

Our dataset contains historical information from five 

years ago, covering the replenishment of ten products 

across five districts during four distinct seasons, along 

with the subsequent depletion of these products from the 

inventory. 

For the First phase, the main feature that is 

considered as a core input for this phase is demand 

(OUT) historical inventory in addition to the rest of the 

features such as season, districts, products, and stock 

quantity.  

Within the model, each facet of machine learning is 

carefully considered, elucidating the procedure for 

implementing it with an inventory dataset. This 

procedure entails managing the dataset, comprising 

attributes linked to inventory items alongside their 

corresponding outcomes. The preprocessing 

methodologies and model selection are tailored to the 

attributes within the dataset and the particular predictive 

task utilizing machine learning algorithms. 

The steps that are taken into consideration while 

implementing the model are: 

1. Data analysis: the data analysis of the inventory 

dataset aims to recognize features, identify 
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correlations, and gain insights into variable 

relationships. 

2. Data cleaning and handling missing values and 

encoding: the dataset can be cleaned by specifying 

missing or inconsistent values. Other tasks include 

imputing missing values, removing outliers, and 

handling categorical variables. Districts, products, 

and seasons data were encoded to ensure proper 

interpretation. 

3. Data division (training/testing): the dataset is divided 

into training (80%) and testing sets (20%) for the 

training and evaluation processes. 

4. Data normalization (scaling, transformation): the 

features are normalized to ensure they are on a 

similar scale. Normalization can significantly reduce 

errors in regression algorithms. 

5. Selecting regression model: a suitable regression 

algorithm should be selected, such as linear 

regression or decision tree regression, for predicting 

IN/OUT inventory values based on inventory 

features. 

6. Model training: the selected regression model is 

trained using the training dataset. Random forest was 

used for input data prediction since it can handle 

input data complexities such as non-linear 

relationships and missing data, as well as its 

robustness to overfitting. As an ensemble method, it 

results in a more stable and accurate prediction. 

In the feedback loop, we used linear regression that 

provides faster and more scalable prediction based on 

the smoothed, clean and well-preprocessed output of the 

forward path, and it is more suitable for real-time 

predictions. 

7. Model evaluation: the model’s effectiveness is 

assessed utilizing measurements like Mean Squared 

Error (MSE) or R-squared on the validation set. 

Our inventory dataset is assumed to include features like 

the seasons, the products that must be provided to cover 

customer needs, the quantities inside the inventory and 

sold from inventory, and districts where inventories are 

located. The output labels are the predicted IN and OUT 

inventory quantities for each item in specific seasons 

and districts. Table 1 illustrates the encoded values of 

the dataset features. 

Table 1. The encoded values of the dataset features. 

Feature Encoded value 

Districts 1,2,3,4,5 

Products 1,2,3,4,5,6,7,8,9,10 

Seasons 1,2,3,4 

Our dataset contains historical information from five 

years ago, covering the replenishment of ten products 

across five districts during four distinct seasons, along 

with the subsequent depletion of these products from the 

inventory. 

The inventory dataset is also assumed to include 

features like item, district code, season code, product 

code, OUT quantity in (used as a label in first phase and 

as a feature in second phase), and quantity IN (used as a 

label in the second phase). Additionally, shortages and 

surpluses in quantities are calculated in the dataset, 

which supports our model in predicting future 

quantities. 

5. Results and Discussion 

As mentioned earlier, our model comprises two phases 

for prediction. One focuses on forecasting ‘OUT-

Inventory’ products’ quantities expected to be sold in 

the same season and district, while the other predicts 

‘IN-inventory’ products’ quantities. To replenish 

inventory within a specific season and district. 

In regression machine learning, we evaluate our 

model’s performance -after putting weights for some 

features to unify the features’ forms-by calculating 

error, which is the difference between observed and 

forecasted values. Lower error values indicate improved 

predictive capabilities. Error metrics like MSE, Root 

Mean Squared Error (RMSE), and Mean Absolute Error 

(MAE) are commonly used in regression machine 

learning to measure prediction accuracy. The 

subsequent segments offer a brief explanation of these 

error metrics and their mathematical formulas. 

a) MSE: 

MSE is computed by taking the average of the squared 

differences between actual and predicted values as 

shown in Equation (1): 

𝑀𝑆𝐸 = (
1

𝑛
) ∑(𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒– 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒)2 

where n is the number of data entries. 

b) RMSE: 

RMSE is the square root of MSE and offers a metric of 

the average magnitude of the errors as shown in 

Equation (2):  

𝑅𝑀𝑆𝐸 =  𝑠𝑞𝑟𝑡(𝑀𝑆𝐸) 

c) MAE: 

MAE is computed by taking the average of the absolute 

differences between actual and predicted values as 

shown in the next equation:  

𝑀𝐴𝐸 = (
1

𝑛
) ∑|𝑎𝑐𝑡𝑢𝑎𝑙 𝑣𝑎𝑙𝑢𝑒– 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒| 

5.1. OUT Inventory Prediction 

After using regression machine learning techniques 

(linear regression, decision tree, and random forest) for 

OUT Inventory and IN inventory, the tables and figures 

below show the results. Starting with OUT inventory 

prediction as the first phase of our model, Table 2 

illustrates the error values between the forecasted OUT 

inventory entries and the actual entries. 

In OUT prediction, random forest demonstrates 

(1) 

(2) 

(3) 
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lower error calculations in the comparison between 

actual and predicted values, indicating a high degree of 

proximity between the two sets of data. Figure 2 

contains the three plotting figures of each algorithm 

used in regression for predicting the OUT inventory 

quantities. 

Table 2. Error metrics for the three used machine-learning 
algorithms for OUT inventory prediction. 

Algorithm MSE RMSE MAE 

Linear regression 0.002783 0.052757 0.035866 

Decision tree 0.000786 0.028039 0.009716 

Random forest 0.000517 0.022738 0.011559 

 

 

   

a) Scatter plot of true vs. predicted values linear regression. b) Scatter plot of true vs. predicted values decision tree.  c) Scatter plot of true vs. predicted values random forest. 

Figure 2. The three plotting figures of each algorithm used for predicting the OUT inventory quantities. 

As noticed, the random forest [2] algorithm 

demonstrates average lower error calculations in the 

comparison between the actual and the predicted values, 

indicating a high degree of proximity between the two 

sets of data. 

5.2. “IN” Inventory Prediction 

The model first predicts the expected demand, which is 

then used as input for the order prediction process. 

Using demand trends as input in order predictions has 

several advantages: First, it improves forecast accuracy 

by learning from past errors, whether the demand was 

overestimated or underestimated. Second, this feedback 

process helps detect trends and seasonality, reflecting 

how customer behavior and preferences change over 

time due to factors like promotions, economic shifts, 

weather, or recurring events. As a result, it considers the 

relationships between demand and other influences such 

as pricing, marketing efforts, or external events. Finally, 

this feedback helps to smooth out order predictions, 

providing a reference point that reduces fluctuations in 

expectations. 

Table 3. Error metrics for the three used machine-learning 
algorithms for IN inventory prediction. 

Algorithm MSE RMSE MAE 

Linear regression 0.003456 0.058791 0.038242 

Decision tree 0.002480 0.289271 0.196998 

Random forest 0.001685 0.288430 0.197097 

For phase two, the Table 3 displays the error values 

for three types of error metrics: MSE, RMSE, and MAE, 

which were promising. Figure 3 shows three plots, each 

representing an algorithm used in regression for 

predicting the OUT inventory quantities. 

 

   

a) Scatter plot of true vs. predicted values linear regression. b) Scatter plot of true vs. predicted values decision tree. c) Scatter plot of true vs. predicted values random forest. 

Figure 3. The three plots, for the three algorithms used in regression for predicting the IN inventory quantities. 

As noticed, linear regression demonstrates lower 

error calculations in the comparison between actual and 

predicted values, indicating a high degree of proximity 

between the two sets of data. We compared our work 

with a study made to predict wheat quantities [40], but 

they used a Support Vector Machine (SVM) with an 

accuracy of 93.2% while our model provides more than 

95% based on error metrics as shown in Table 4. 

Table 4. Comparison between the previous model with the proposed 
model. 

Inventory model SVM model The proposed model 

No. of phases Single phase Two cascading phases 

Approach SVM Random forest-linear regression 

Accuracy 93.2% More than 95% 
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6. Conclusions 

In our supply chain 4.0 inventory management model, 

we integrated DS, predictive analytics, and big data to 

optimize inventory control. We carefully crafted a 

dataset and built a prediction model focused on 

anticipating IN (order) and OUT (demand) inventory 

quantities in specific districts during distinct seasons. 

We evaluated the model’s effectiveness using error 

metrics such as MSE, RMSE, and MAE. Notably, the 

random forest algorithm performed well in predicting 

OUT inventory quantities with an average error of 

0.011. While the linear regression algorithm showed 

promising results for predicting IN inventory quantities 

with an average error of 0.03. 
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