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Abstract: Context: A Systems Development Life Cycle (SDLC) is a model of phases-activities, roles, and products 

systematically used to develop software with functional expected quality. Although SDLC is widely applied to various 

software types, it remains unusual in Big Data Analytics Systems (BDAS). Objective: To address this issue, several 

SDLCs for BDAS have been proposed, along with comparative studies, to guide interested organizations in adapting 

them. This research seeks a lightweight, balanced, and feasible for small development teams or organizations, taking 

advantage of favorable characteristics of the international ISO standard. Method and Materials: This study describes 

the knowledge gap by reporting a comparative analysis of four relevant SDLCs. A selective research method was 

applied (CRISP-DM, TDSP, BDPL, and DDSL), focusing on alignment with the recent ISO/IEC 29110-basic 

profilestandard. The goal was to identify which SDLC contributes and fits better from a lightweight approach. 

Results: From the rigorous approach Cross Industry Standard Process for Data Mining (CRISP-DM) showed the 

highest alignment with the standard, for the agile approach it was Domino Data Science Lifecycle (DDSL) being the 

closest of the four. Team Data Science Process (TDSP) stood out as the most agile of those analyzed but fell short of 

the required results. BDPL, which manages another standard, was too rigorous and more distant. Conclusions: 

Research on new SDLC for Big Data Project Lifecycle (BDPL) has been practically nonexistent in software 

engineering from 2000 to 2023. Only BDPL was found in the academic literature, while the other three came from 

gray literature. Despite the relevance of this topic for BDAS organizations, no adequate SDLC was identified. 
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1. Introduction 

The systematic, disciplined, and quantified 

development of software has been guided by System 

Development Life Cycles (SDLCs) provided by the 

software engineering discipline [6]. An SDLC refers to 

“the software processes used to specify and transform 

software requirements into a deliverable software 

product” [6]. An SDLC is usually represented as a 

software development process model [26] of phases-

activities, roles, and products proposed to build 

systematic software products on the expected time, 

budget, and functional quality, i.e., the named Iron 

Triangle [54]. SDLCs are realized by practitioners and 

academics through software development 

methodologies (e.g., Rational Unified Process (RUP) 

[28]), international software process standards (e.g.,  

 
ISO/IEC 12207 [24]), and international software 

process frameworks (e.g., CMMI-DEV [9]). 

The software development methodologies, and 

international software process standards and 

frameworks have provided valuable benefits to the 

software product, the software process, and 

stakeholders such as customers-users and the 

development team [13, 51, 70] such as: reduction of 

project costs, software products with higher quality, 

more precise project schedule estimations, greater user 

satisfaction, and in overall less wasting of relevant 

human, economic and technological organizational 

resources [13, 51, 70]. Consequently, utilizing these 

software development methodologies and international 

software process standards and frameworks is a 

common practice in large- and medium-sized 
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organizations for practically any type of software. 

However, although SDLCs have been widely used 

for diverse types of software, for the emergent kind of 

Big Data Analytics Systems (BDAS), their utilization 

has been reported as very scarce [18, 29, 31, 38, 39, 62]. 

For instance, a conceptual review study [38] reported a 

research bias on BDAS algorithms, platforms, 

languages, and applications, but minimal in the Big Data 

Software Engineering (BDSE) area where SDLCs can 

be proposed. Later, in three studies using systematic 

literature review or systematic mapping methods [29, 

31, 62], it is reported that there is initial research on 

BDSE, but it is partial and focused on particular phase-

activities of a generic SDLC rather than on a complete 

SDLC for BDAS. In [29], it was found that most 

available literature concentrated on proposing BDAS 

frameworks and architectures rather than full SDLCs. In 

turn, in [62], it was reported a set of critical success 

factors for BDAS projects, one of them the software 

development process model, and thus its implicit 

realized SDLC through a methodology or standard. In 

[31], it was reported that Architecture Design is the most 

published research on phases of SDLCs for BDAS but 

again minimal on full SDLCs. In [39], a Systematic 

Literature Review found 19 SDLCs of type heavy-

weight, lightweight, and agile but reported that only a 

few ones can be considered almost complete SDLCs, 

including project management, team management, and 

Data Management roles, activities, and products. Two 

mains were Microsoft Team Data Science Process 

(TDSP) [41] and Domino Data Science Lifecycle 

(DDSL) [12], which have been classified as agile [60] 

and lightweight, respectively [42]. Finally, in [18], 

single case study research conducted in a large 

international company reviewed the agile Microsoft 

TDSP [41] and the classic Cross industry standard 

process for data mining (CRISP-DM) [7] SDLCs and 

was reported that both SDLCs need to be completed 

with missing activities and expected products from a 

BDSE perspective. 

In summary, these studies [18, 29, 31, 38, 39, 62] 

using conceptual review, systematic literature review, 

systematic mapping, or single case study research 

methods report that there are already several SDLCs 

proposed for BDAS but:  

1. None well-accepted, and systematic SDLC specific 

for BDAS has gained a relevant international 

acceptance. 

2. Large and medium-sized organizations have used 

CRISP-DM but it was proposed before the technical 

and organizational requirements demanded by BDAS 

and thus it must be ad-hoc adapted. 

3. Initial agile SDLCs have been proposed but scarcely 

tested in real-life projects. 

The research on and the practical availability of well-

tested SDLCs for BDAS is relevant because BDAS is 

new high-valued software for organizations because 

they have provided decision-making benefits mainly in 

the domains of marketing, healthcare, finance, and 

manufacturing [1, 72], but they are also complex 

software products because they require complex 

computational processing, storing, and networking 

resources to apply advanced algorithms on large or very 

large datasets [30, 49, 56], and relevant organizational, 

economic and human technical resources usually only 

owned by large enterprises [10]. Consequently, whereas 

the adaptation of a few comprehensive SDLCs for 

BDAS as such CRISP-DM has been relatively useful, 

still frequent failed BDAS projects are reported [11, 55].  

Hence, practitioners and academics in the domain of 

BDAS demand well-tested SDLCs designed for BDAS. 

Given this problematic situation for BDAS, some 

former data mining machine learning SDLCs before the 

big data context have been adapted [14, 15, 53], and new 

ones have been proposed [12, 41, 36]. The main classic 

SDLCs that are being adapted are CRISP-DM [7], and 

SEMMA and three relevant relatively new ones are 

Microsoft TDSP [41], DDSL [12], and Big Data Project 

Lifecycle (BDPL) [36], which extends the ISO/IEC 

15288 standard [25]. These SDLCs approach has been 

effective in creating large-scale robust systems, but they 

are usually applied in large- or mature medium-sized 

organizations [53]. 

For the case of small organizations or Very Small 

Entities (VSEs), defined as development teams of 5 to 

25 people at maximum [32, 33], these main SDLCs for 

BDAS can be considered difficult to completely the lack 

the economic, organizational, and technical resources 

required for this type of projects [32, 33]. Consequently, 

small businesses and VSEs lose all potential benefits 

provided by heavyweight SDLCs that large and mature 

medium-sized organizations receive [32, 33]. 

To cope with this derived problematic situation faced 

by small organizations and VSEs, the software 

engineering discipline has proposed agile [66] and 

lightweight [23], i.e., balanced SDLCs between 

heavyweight and agile ones such as Scrum [36] and the 

ISO/IEC 29110 standard [23] for small organizations 

and VSEs. Whereas agile SDLCs have gained relevant 

momentum for this type of organization, other small 

organizations and VSEs require a balanced software 

process for gaining international certifications [45, 48, 

71], and thus, lightweight SDLCs as the provided by the 

ISO/IEC 29110 [48] have also gained relevant 

acceptance in the international community of small 

organizations and VSEs [45, 48, 71]. In particular, a 

balanced heavyweight-agile approach is strongly 

recommended for small software projects [5] and thus 

for being feasible to be used for small organizations and 

VSEs. Figure 1, adapted from [5], illustrates a 5-factor 

landscape to situate the landscape of heavyweight, 

lightweight, and agile SDLCs. This 5-factor refers to 

organizational culture, requirements dynamism, 

development personnel expertise, application criticality, 

and project size. Thus, SDLCs closer to the center favor 
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agility (inner circle), and their counterparts (outer circle) 

are suitable for heavyweight software projects where 

time, technological complexity, or the number of people 

are considerably higher than in agile projects. A 

lightweight SDLC lies between these two approaches 

for relatively small and medium projects. 

 

Figure 1. 5-factor model of heavyweight, balanced, and agile 

software development project cases [5]. 

Hence, although the previous research consulted [18, 

29, 31, 38, 39, 53, 62] on SDLCs for BDAS has 

provided valuable insights, it was also identified that 

studies on lightweight SDLCs for BDAS in the context 

of small organizations and VSEs are missed [42, 60]. 

Consequently, this research addresses this knowledge 

gap and reports a conceptual review of four main 

SDLCs for BDAS identified in the literature such as 

CRISP-DM [7], Microsoft TDSP [41], BDPL [36], and 

DDSL [12]) regarding the new country-certifiable 

ISO/IEC 29110 standard-basic profile [23], which was 

designed for VSEs. 

For this aim, a Pro-Forma of the ISO/IEC 29110 

standard is used to examine the conceptual structure, 

i.e., phases-activities, roles, and products of the three 

SDLCs. A Pro-Forma [2] is a pre-defined template 

reporting a set of organized concepts used as conceptual 

lenses to verify the extent of convergence to them from 

conceptual entities of interest in study (in this research, 

the four SDLCs for BDAS). Pro-Formas have been used 

for similar conceptual reviews [3, 57]. 

This article continues as follows: Section 2 reports a 

summary of the Research Approach. Section 3 reports 

the Theoretical Background regarding BDAS and the 

ISO/IEC 29110 standard-basic profile. Section 4 reports 

the summaries of the review of the three SDLCs for 

BDAS and an overall evaluation of them. Finally, in 

section 5, the Conclusions and recommendations for 

further research are presented. 

2. Research Approach 

This research applies a conceptual review research 

method [3]. This study does not apply a Systematic 

Literature Review research method [57] because its 

research purpose is not to provide statistical-descriptive 

accountability of findings on SDLCs for BDAS but to 

provide a thorough analysis for a better understanding 

of the structure of the main SDLCs for BDAS, 

according to the consulted literature [18, 29, 31, 38, 39, 

62]. Then, sub-section 2.1. reports the research 

objective and the research questions. Sub-section 2.2. 

reports the conceptual review research method. 

2.1. Research Objective and Questions 

In this research, it is used a structured research objective 

template adapted from [64]. The adapted template is as 

follows: Analyze<Objects of study>with the purpose of 

<Purpose> concerning their <Quality Focus> from the 

perspective of <Perspective> in the context of 

<Context>. 

Consequently, by using the previous template, the 

research objective is formulated as follows: “Analyze 

<the main SDLCs for BDAS> with the purpose of 

<describing, comparing, and evaluating them> 

regarding their <alignment of roles, phases-activities, 

and products against a lightweight SDLC ISO/IEC 

29110 standard-basic profile> from the perspective of 

<the BDAS academic community> in the context of 

<SDLCs for BDAS reported in the main literature on 

BDAS>.” Three specific Research Questions (RQ) were 

also stated as follows: 

• RQ 1: What is the high-level structure (roles, phases-

activities, and products) of the main selected SDLCs 

for BDAS? 

• RQ 2: What is the degree of alignment in roles, 

phases-activities, and products of the SDLCs for 

BDAS identified in RQ.2 concerning the lightweight 

SDLC of the ISO/IEC 29110 standard-basic profile? 

• RQ 3: Can the four analyzed SDLCs for BDAS be 

considered lightweight? First, confirm that you have 

the correct template for your paper size. This 

template has been tailored for output on the A4 paper 

size. If you are using US letter-sized paper, please 

close this file and download the Microsoft Word, 

letter file. 

2.2. Conceptual Review Research Method 

Table 1 summarizes the four research steps, purposes, 

and outcomes of the conceptual review research method 

[3] used in this study: 

1. Research formulation. 

2. Research design. 

3. Research analysis and synthesis. 

4. Research reporting. 

 Step 1. Research formulation was reported in section 

2.1. 

 Step 2. The research design was executed in 3 sub-

steps: 

a) Selection of potential sources of the objects of 

study. 

b) Selection of the objects of study in the potential 

sources. 
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c) Establishment of the concept tool for the analysis 

(standard proforma). 

In step 2.a), the research team identified three recent 

comprehensive literature review studies published in 

high-quality journals (high impact on Journal Citation 

Report (JCR)) regarding system development cycles for 

big data projects: (Martinez et al. [39] with 122 

citations, Giray [16] with 164 citations and Saltz and Iva 

[61] with 30 citations). 

Table 1. Conceptual research method. 

Step Purpose Outcomes 

1. Research 
formulation. 

To state the expected 

research objective that 
delimits the scope of the 

research, and the 

research questions that 
focus on the knowledge 

gaps of interest. 

 Research objective 
statement. 

 Research questions. 

2. Research 
design. 

To agree the sources to 

collect the materials 
regarding the objects of 

study, and to define the 

conceptual tool that will 
be used to analyze the 

objects of study. 

 Sources of materials. 

 Documents of the 
objects of study. 

 Conceptual tool for 
conducting the 

analysis. 

3. Research 

analysis and 
synthesis. 

To conduct the analysis 

and synthesis of 

findings, using the 
conceptual tool, on the 

objects of study. 

 Structured schemas 
of findings. 

 Summary of 
findings. 

 Conclusions on 
findings. 

4. Research 

reporting. 

To produce valid and 

visible results for 

academic venues and 
outlets. 

 Research report. 

Martinez et al. [39] analyzed 19 development cycles; 

Giray [16] identified 17 studies on software engineering 

life cycles for big data; Saltz and Iva [61] located 27 

studies where three methodologies were the main ones. 

In step 2.b), with these three studies of potential sources 

of SDLC for BDAS, the research team agreed to select 

the top 5 reported in any of these 3 comprehensive 

articles. Table 2 reports the 5 selected methodologies: 

KDD, CRISP, BDPL, TDSP, and DDSL, with 

descriptive data. The research team agreed to carefully 

analyze each of the 5 methodologies and found that the 

Knowledge Discovery in Databases (KDD) did not meet 

the characteristics of a development cycle (roles, 

phases, and artifacts) and was therefore not considered. 

KDD [14, 15] was not included because a more detailed 

review indicated that it does not qualify as an SDLC but 

as a quick guide for developing BDAS. CRISP-DM is 

the main first one that is always reported in the main 

consulted literature and is highly referenced in its 

utilization [18, 31, 39, 62]. Microsoft TDSP is a new one 

more referenced in the modern literature [18, 31, 39]. 

DDSL [12] Although it has been recently reported and 

analyzed [39], this study updates its comparative 

analysis. The SDLC of BPDL [36] is the unique SDLC 

for BDAS found that it is based on an ISO/IEC standard 

i.e., the ISO/IEC 15228 systems and software 

engineering system life cycle processes [25]. 

Additionally, it must be remarked that this research 

focuses on lightweight SDLCs but not on agile ones. 

Thus, well-identified agile SDLCs for BDAS were not 

considered objects of study in this research. In step 2.c), 

the research team also agreed to elaborate a Pro-Forma 

of the SDLC implicit in the ISO/IEC 29110 standard-

basic profile of roles, phases-activities, and products. 

Step 3, research analysis and synthesis were conducted 

by the two first researchers and later reviewed by the 

remaining three researchers. Finally, all five researchers 

agreed on the final version of the findings, and in step 4, 

research reporting, this article was written. 

Table 2. Set of the top 5 to SDLC for BDAS. 

SDLC for BDAS 
Type of SDLC for 

BDAS 
Publication domain 

Publication 

name 

Type of 

publication 

Publication 

IF 

Publication 

year 
Citations 

Is the SDLC reported in 

other SLR studies? 

KDD - 
Analytics data 

science 

Common. of the 

ACM 
JCR journal 22.7 1996 3641 

Martinez et al. [39], Saltz 

and Iva [61] 

CRISP-DM Heavyweight 
Analytics data 

science 
SPSS Inc. 
Website 

Grey 
literature 

- 2000 2,017 
Martinez et al. [39], Saltz 

and Iva [61] 

TDSP Lightweight 
Analytics data 

science 

Microsoft Azure 

Website 

Grey 

Literature 
- 2016 22 

Martinez et al. [39], Saltz 

and Iva [61] 

DDSL Lightweight 
Analytics data 

science 

Domino Data 

Lab Website 

Grey 

literature 
- 2017 6 Martinez et al. [39] 

BDPL Heavyweight Software engineering IEEE IT PROF JCR journal 2.590 2018 15 
Saltz and Iva [61], Giray 

[16] 

 

3. Theoretical Background 

To obtain the main heavyweight and lightweight SDLC 

for BDAS, the research design was executed by a 

selective manual search of the SDLCs for BDAS 

collected in the main literature [18, 29, 31, 38, 39, 62]. 

3.1. Big Data Analytics Systems (BDAS) 

BDAS is a specific category of software applications in 

analytical data science. Analytics data science is a new 

area of study combining statistics, artificial intelligence, 

and computer science to examine, predict, or prescribe 

decisions. However, only large business organizations 

are the usual customers and end-users of analytics data 

science projects, and they focus on costly big data 

platforms [50, 68]. It is usually difficult for small and 

medium-sized enterprises to benefit from the use of 

analytics data science projects. Nevertheless, analytics 

data science approaches can also be used for big data for 

small business projects [17, 21, 27, 67]. 

Nonetheless, it is challenging to complete 

development projects for both small and BDAS 
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successfully [11, 55]. Numerous global reports suggest 

that a significant portion of BDAS initiatives did not 

come in under budget, on time, or with the functionality 

that was anticipated [11, 55]. To address the issue of 

unsuccessful projects, agile development 

methodologies for BDAS have been proposed [35, 69]. 

However, agile methodologies have also come under 

fire for producing more stable software applications, 

leading to the recommendation of a more balanced 

development approach for VSE, which includes small 

business projects and projects involving five to twenty-

five people in medium-sized organizations [5, 23, 48]. 

BDAS has been characterized by 5 V’s qualities [4, 

37, 44, 52, 58]: Volume, Velocity, Variety, Veracity, and 

Value. Volume alludes to a tremendous number of 

commerce occasions to be enlisted that request capacity 

capabilities as a rule datasets within the run of Terabytes 

(1012 bytes), Petabytes (1015 bytes), Exabytes (1018 

bytes), or bigger datasets. Velocity alludes to the rate of 

information era, i.e., higher frequency of information 

enrolling within the run of million or more occasions by 

trade day. Variety accepts totally with wealthy differing 

qualities of information sources (inside vs. outside, 

manual client vs. robotized machine produced, real-time 

vs. clump ingestion motors), information structuredness 

(SQL vs. non-SQL), information designs (content vs. 

twofold, analogic vs. computerized, scrambled vs non-

encrypted), and information sorts (char, string, numbers, 

genuine, picture, sound, video). Veracity accounts for 

the general quality of the datasets characterized by 

objectivity, honesty, and validity [37]. The value 

measures the unmistakable (taken a toll diminishment, 

benefit increases, trade proficiency measurements, 

among others) and intangible (technique, commerce 

notoriety, advertise esteem, among others) benefits 

created by utilizing huge amounts of Information. Value 

can be classified in esteem disclosure through 

exploratory activities for finding potentially profitable 

trade experiences, esteem creation through the inner 

utilization of BDAS for augmenting commerce esteem 

of the firm, and esteem realization through the 

conveyance of end-user’s items and administrations 

upgraded with BDAS. 

3.2. The ISO/IEC 29110 Standard-Basic Profile 

The discipline of software engineering has developed 

software process standards and models [46, 70] to help 

business organizations manage and build high-quality 

software such as the ISO/IEC/IEEE 12207 [24], the 

ISO/IEC 33004 [22], the CMMI-DEV [9], and the Team 

Software Process (TSP) [19] that have produced 

multiple benefits to large enterprise software projects. 

In contrast, small business has very limited budgets, 

less technical and managerial expertise, a lack of 

interest in using heavy-process software standards and 

models, a highly dynamic and informal organizational 

culture, and pressures for fast delivery from customers 

[8, 34, 47, 65]. Then, small businesses either ignore or 

reject the utilization of these software process standards 

and models designed for large enterprise software 

projects by the inherent organizational, technical, and 

economic barriers. 

To address the need for counting with software 

process standards and/or models for small business 

software projects, the International Organization for 

Standardization and the International Electrotechnical 

Commission elaborated the ISO/IEC 29110 series of 

standards and guidelines [23, 48], which can be 

considered of lightweight type, i.e., a balanced approach 

between heavyweight and agile development 

approaches. The ISO/IEC 29110 series provide software 

and systems engineering processes to VSE, i.e., project 

teams from 5 to 25 people to improve their product 

quality as well as their process performance [23, 48]. 

These series of standards and guides have been 

proposed to have several profile groups [34]. The 

generic profile group of the ISO/IEC 29110 standard 

applies to VSEs that do not develop critical systems or 

critical software, i.e., software usually developed by 

large businesses. This generic profile group contains 

four categories: Entry, basic, intermediate, and 

advanced. Table 3 reports the difference between these 

four profiles regarding the number of processes, tasks, 

products, and roles. 

Table 3. Processes, tasks, work products, and functions of each 
software profile in the ISO/IEC 29110 standard. 

 Entry Basic Intermediate Advanced 

Number of processes 2 2 
3 

(+1 conditional) 
3  

(+3 conditional) 

Number of tasks 40 67 
107  

(+8 conditional) 

120  

(+24 conditional) 

Number of work 

products 
14 22 

39  

(+3 conditional) 

41  

(+5 conditional) 

Number of roles 3 7 
8  

(+1 conditional) 
8  

(+1 conditional) 

The core of the ISO/IEC 29110 standard is a set of 

predesigned engineering and management guides that 

focus on project management and software or system 

development. The ISO/IEC 29110 standard is designed 

for use with any life cycle, such as waterfall, iterative, 

incremental, evolutionary, or agile [23, 48]. Figure 2, 

adapted from [23], shows the two phases (called 

processes) and activities of the software engineering 

ISO/IEC 29110 standard-basic profile. 

The 7 roles of the ISO/IEC 29110 standard-basic 

profile [23] refer to: Customer (CUS) as the person or 

group of persons who know the customer domain 

process and requirements, and the authority to make 

decisions on the requirements, and changes, and the 

delivered product; Project Manager (PM) as the 

administrative person responsible for the project who 

has attributes of leadership, supervision of personnel, 

and financial and software development knowledge and 

experience; and Work Team (WT) role that can be 

Analyst (AN), Designer (DES), Programmer (PR), or 
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Team Leader (TL), as to the software development 

technical people responsible for building the expected 

software product. It is expected that the analyst elicits, 

documents, and validates software requirements; the 

designer defines and validates the proposed software 

architecture; the PR Programmer builds, tests, and 

integrates the software code pieces; and the team leader 

coordinates the technical Software Implementation 

process. 

Table 4. Pro-Forma of the ISO/IEC 29110 standard-basic profile conceptual research method. 

SDLC element SDLC element description 

Roles (7) 

 User roles: R.1: Customer. 

 Management roles: R.2: Project manager. 

 Technical roles: R.3: Work team. 

R.4: Technical leader. 
R.5: Programmer. 

R.6: Designer. 

R.7: Analyst. 

Process 

Activities (2-10) 

 Process 1. Project Management: The purpose of the project management process is to establish and carry out in a systematic way the 

tasks of the software implementation project, which allows complying with the project’s objectives in the expected quality, time and 

costs. 

 Activity 1: 

1. Project Planning: It documents the planning details needed to manage the project. 

2. Project Plan Execution: It implements the documented plan on the project. 
3. Project Assessment and Control: It evaluates the performance of the plan against documented commitments. 

4. Project Closure: It provides the project’s documentation and products in accordance with contract requirements. 

 Process 2. Software Implementation: The purpose of the software implementation process is the systematic performance of the analysis, 
design, construction, integration, and tests activities for new or modified software products according to the specified requirements. 

 Inception Phases 

 Activities 2: 

1. Software Implementation Initiation: It ensures that the project plan established in project planning activity is committed to by the work 
team. 

 Elaboration Phases 

 Activities 2: 

2. Software Requirements Analysis: It analyzes the agreed customer’s requirements and establishes the validated project requirements. 

3. Software Architectural and Detailed Design: It transforms the software requirements to the system software architecture and software 
detailed design 

 Construction-Deployment Phase 

 Activities 2: 

4. Software Construction: It develops the software code and data from the software design. 
5. Software Integration and Tests: It ensures that the integrated software components satisfy the software requirements. 

6. Product Delivery: It provides the integrated software product to the customer. 

Products (22) 

 Process 1. 

 Project Management. 

  Input products: P.17: Statement of Work. 

P.14: Software Configuration, 
P.2: Change Request. 

 Internal products: P.2: Change Request. 

P.3: Correction Register. 
P.5: Meeting Record. 

P.21: Verification Results. 

P.7: Progress Status Record. 
P.10: Project Repository Backup. 

 Output products: P.8: Project Plan. 
P.1: Acceptance Record. 

P.9: Project Repository. 

P.5: Meeting Record. 
P.14: Software Configuration. 

 Process 2. 

 Software Implementation. 

 Inception Phases:P.8: Project Plan (input). 
P.9: Project Repository (input). 

 Elaboration Phases:P.22: Validation Results (internal). 

P.21: Verification Results(internal). 

 Construction-Deployment Phase:P.2: Change Request (output). 
P.14: Software Configuration. P.11: Requirements Specification. 

P.15: Software Design. 

P.20: Traceability Record. 
P.13: Software Components. 

P.12: Software. 

P.18: Test Cases and Test Procedures. 
P.19: Test Report. 

P.6: Product Operation Guide. 

P.16: Software User Documentation. 
P.4: Maintenance Documentation (output). 
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Table 4 reports the Pro-Forma of the ISO/IEC 29110 

standard-basic profile with 7 roles, 4 activities de 

project management, and 3-6 phases, activities software 

implementation (grouped in three categories named 

inception, elaboration, and construction-deployment 

phases), and 22 products. 

4. Analysis and Discussion 

The review of the four SDLCs for BDAS and their 

analysis regarding their conformance with the 

lightweight SDLC of the ISO/IEC 29110 standard-basic 

profile is reported in this section. First, the four SDLCs 

are described in the sub-sections 4.1. CRISP-DM, 4.2.  

TDSP, 4.3. BDPL, and 4.4. DDSL. Each description 

reports the main SDLC structure of phases-activities, 

roles, and products and illustrates an SDLC diagram 

(direct or derived) from the available public 

documentation. These reviews are conducted in this 

research step independently of the expected lightweight 

SDLC of the ISO/IEC 29110-basic profile. Each review 

was realized by the first two researchers of this research 

team and discussed and finally agreed with the other 

three researchers. Next, each review of the four SDLCs 

for BDAS was mapped to the Pro-Forma of the SDLC 

of the ISO/IEC 29110 standard-basic profile (reported 

in sub-section 3.2. and Appendix A.1.), and the research 

team assessed a qualitative ordinal scale (from very low, 

low, moderate, high, to very high) of conformance of 

each SDLC structural item analyzed. This is reported in 

the sub-section 4.5. (Table 5). 

Additionally, in sub-section 4.5. it is reported an 

overall evaluation of each SDLC for BDAS analyzed 

regarding a recent rigor-agility seven-attributes 

framework of SDLCs [43]. This framework considers 

seven attributes to visualize the location toward 

heavyweight SDLC (left-side extreme), lightweight 

SDLC (central side), or agile SDLC (right-side extreme) 

of the four analyzed SDLCs for BDAS. This rigor-

agility seven-attributes framework utilizes a differential 

semantic scale ranging from -3 (completely aligned with 

the rigor-oriented approach) to +3 (completely aligned 

with the agile-oriented approach) to assess the following 

attributes: bureaucratic-responsive, rigid-flexible, slow-

speedy, hard-simple, sophisticated-lean, heavyweight-

lightweight, and mandatory-optional documentation. 

The description of each pair of rigorous-agile attributes 

is reported later (Table 6). 

4.1. Review of the CRISP-DM SDLC 

CRISP-DM [7, 20, 40], an acronym for Cross-Industry 

Standard Process for Data Mining, is an SDLC for data 

science projects, and it has served as the basis for other 

SDLCs [40]. It was developed by an industrial 

consortium in the European Union and is currently 

commercialized by the IBM SPSS statistics software 

tool [20]. The CRISP-DM methodology provides a 

structured approach to planning a data science project. 

It is a well-structured and most used practice 

methodology [40] consisting of 6 sequential phases 

initially, but that is usually performed in a backward-

forward way. 

These 6 phases are: 

1. Business understanding. 

2. Data understanding. 

3. Data preparation. 

4. Modelling. 

5. Evaluation. 

6. Deployment. 

• Phase 1. Business understanding phase starts with an 

initial data collection and continues with activities to 

become familiar with the data, identify data quality 

issues, discover early insights from the data, or detect 

interesting subsets to form hypotheses about hidden 

information. In this first phase, there are 4 activities: 

• Activity 1: 

1. Determine business objectives. 

2. Assess situation. 

3. Determine data science goals. 

4. Produce project plan. 

• Phase 2. Data understanding phase begins with an 

initial data collection and continues with activities to 

become familiar with the data, identify data quality 

issues, discover early insights from the data, or detect 

interesting subsets to form hypotheses about hidden 

information. This phase consists of 4 activities: 

• Activity 2: 

1. Collect initial data. 

2. Describe data. 

3. Explore data. 

4. Verify data quality. 

• Phase 3. Data preparation phase encompasses all 

activities to build the final dataset (data to be fed into 

the modelling tool(s)) from the initial raw data. Data 

preparation tasks are likely to be performed several 

times and not in a pre-set or-der. The tasks include 

the selection of tables, records, and attributes, as well 

as the transformation and cleaning of the data for the 

modelling tools. This phase includes the following 

five activities: 

• Activity 3: 

1. Select data. 

2. Clean data. 

3. Construct data. 

4. Integrate data. 

5. Format data.  

• Phase 4. Modelling, various modelling techniques 

can be used for the same data science problem, and 

their parameters are calibrated until optimal values 

are reached. Due to that, some modelling techniques 

have specific requirements for the data format; 
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therefore, it is often necessary to go back to the phase 

3, Data Preparation. This phase consists of 4 

activities: 

• Activity 4: 

1. Select modelling techniques. 

2.  Generate test design. 

3. Build model. 

4. Assess model. 

• Phase 5. Evaluation phase determines the degree to 

which the models satisfy the business objectives. At 

the end of this phase, a business decision must be 

made on the use of the data science project’s results. 

There are three activities in this phase: 

• Activity 5: 

1. Evaluate results. 

2. Review process. 

3. Determine next steps. 

• Phase 6. Deployment phase is only performed when 

the decision is to implement the models from phase 

5. depending on the specific characteristics of the 

data science project, this deployment phase can range 

from the production of a simple report to the 

establishment of a recurring enterprise-wide data 

science system. There are four activities in this phase: 

• Activity 6: 

1. Plan deployment. 

2. Plan monitoring and maintenance. 

3. Produce final report. 

4. Review project. 

Regarding roles and work products, CRISP-DM does 

not explicitly report roles, but it can be assumed that 

these are the minimum necessary to apply the CRISP-

DM, SDLC: Customer, project manager, and data 

science development team. regarding work products, 

crisp-dm SLDC report explicitly 38 work products. 

CRISP-DM has been used for real-life projects [20, 40]. 

Figure 3 shows the CRISP-DM SDLC for BDAS. 

 

Figure 3. The CRISP-DM SDLC for BDAS [7]. 

4.2. Review of the Microsoft TDSP SDLC 

The Microsoft TDSP [41] aims to provide a 

standardized SDLC for BDAS. This SDLC is reported 

as an iterative data science methodology to develop 

BDAS systematically, and it is self-claimed as agile, and 

thus a lightweight type, compared with heavyweight 

former SDLCs such as SEMMA [63] and CRISP-DM 

[7, 20, 40]. TDSP relies on four main components: a 

definition of the data science lifecycle, a standardized 

project structure, recommended infrastructure and 

resources and recommended tools and utilities needed 

for project execution. TDSP SDLC is structured with 5 

phases: 

1. Business understanding. 

2. Data acquisition and understanding. 

3. Modelling. 

4. Deployment 

5. Customer acceptance. 

Each specific TDSP project can be formed by the 

following four main roles: Customer, project manager 

(for the overall managerial coordination of the BDAS 

development project), project lead (for the technical 

coordination of the BDAS development project), and 

project individual contributors (solution architect, data 

engineer, data scientist, and application developers).  

• Phase 1. Business understanding focuses on 

identifying the main variables that serve as objectives 

of the model, their associated project success metrics, 

and all relevant data sources required for the BDAS. 

There are two main activities in this phase: 

• Activity 1: 

1. Define objectives where the BDAS development 

team interacts with the customer to understand and 

frame the business problem and to formulate the 

core questions that the BDAS can help to answer. 

2. Identify data sources where the required datasets 

for the BDAS can help to answer the customer’s 

inquiries are defined. 

• Product: 

1. Work products 

a) Charter document (the project plan). 

b) Data sources (directory of all datasets and 

associated pre-processing scripts). 

c)  Data dictionaries (computational descriptors for 

all datasets 

• Activity 1: 

Additionally, TDSP documentation reports a TDSP 

workflow for project execution with three activities: 

3. Plan sprint. 

4. Review code built from several branches. 

5. Merge-delete branches. These activities can be 

considered project management ones. 
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• Phase 2. Data acquisition and understanding refers to 

the production, from several pre-processed datasets, 

a final cleaned and high-quality dataset, as well as to 

the definition of the data ingestion pipeline (in batch-

based, streaming, real-time, or hybrid mode). Three 

main activities are performed in this phase: 

• Activity 2: 

1. Ingest the data where datasets are moved from 

origin locations to the target analysis BDAS 

environment. 

2. Explore the data where the raw datasets are 

iteratively explored and processed to produce the 

target high-quality dataset to be used for the 

BDAS. 

3. Set up a data pipeline where the data ingestion 

pipeline architecture (in batch-based, streaming, 

real-time, or hybrid mode) is specified. This phase 

2 produces 3 work products: 

• Product: 

1. Data quality report (an auditing detailed report on 

the target high-quality processed dataset); 

2. Solution Architecture (full data pipeline 

architecture diagram and specifications of the 

technological platform). 

3. Check-point decision where it is documented the 

decision to advance to next phase or close the 

project because the achieved target dataset is 

insufficient to produce a useful BDAS. In the 

event the BDAS development project continues, 

phase 3. Modelling refers to designing and build-

test-evaluate the Statistical/Machine Learning 

model to be implemented considering the 

available target high-quality dataset. There are 

three activities in this phase:  

• Activity 3: 

1. Feature engineering, where the statistical/machine 

learning model is designed through an iterative 

process based on the expertise of the data 

scientists. 

In this activity 3.1, TDSP provides a methodological 

guide to select the most appropriate model (called 

machine learning algorithm cheat sheet). 

2. Model training, where the statistical/machine 

learning model is calibrated and trained to be 

ready for processing the new data ingested. 

3. Model evaluation, where it is determined whether 

the calibrated-trained statistical/machine learning 

model produces results of an adequate level of 

validity to be released to production utilization. 

implicit work products generated in phase 3 are: 

• Product: 

1. Calibrated-trained statistical/machine learning 

model (already computationally implemented) 

2. Model evaluation report. In phase 4 deployment 

transfers the designed, built, and tested 

statistical/machine learning model to its final 

production environment to be used by the 

customer. There is a single activity: 

• Activity 4: 

1. Operationalize the model where the computational 

model is implemented into the data pipeline in the 

production environment for its utilization (by 

online websites, spreadsheets, dashboards, line-

of-business applications, or back-end 

applications). Three work products are elaborated 

in phase 4. 

• Product: 

1. Status dashboard that displays the system health 

and key metrics. 

2. Final Modelling report including model 

deployment details. 

3. Solution architecture document. 

• Phase 5. Customer acceptance, refers to the 

confirmation that the BDAS development project 

reached the expected objectives and the BDAS 

control by the customer, with the potential usual 

support of the IT department, and the project closure. 

There are two activities in phase 5. 

•  Activity 5: 

1.  System validation, where the customer verifies 

that the BDAS deployed meets the planned 

objectives. 

2. Project hand-off, where the control of the BDAS 

is transferred to the organizational area that will 

run the BDAS in the IT production environment. 

One work product is elaborated in this phase:  

• Product: 

1. Exit report of the project for the customer (a 

technical and business documentation on the full 

development and user utilization of the BDAS). 

TDSP is not recommended for very small BDAS 

projects with a single data scientist, data engineer, 

application developer team. No academic 

reference was found on its utilization, but TDSP 

[41] is promoted by the company Microsoft, and 

thus, we can infer it has been empirically used in 

BDAS projects in real-life settings. Figure 4 

shows the Microsoft TDSP SDLC for BDAS. 
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Figure 4. The Microsoft TDSP SDLC for BDAS [41]. 

4.3. Review of the BDPL SDLC 

The BDPL [36] is a heavyweight SDLC for BDAS 

generated by extending the system and software 

engineering ISO/IEC 15288 standard [25] from 4 

categories of processes-activities including 25 process-

activities, to 5 categories, including 43 process-

activities. These new 18 new process-activities for the 

ISO/IEC 15288 standard [25] are organized as follows: 

1 new category of processes-activities named data 

processes with 13 new process-activities, and 5 new 

process-activities in the categories of agreement 

processes (with 1 new process-activity named Data 

Value, Result, and In-novation process), organizational 

project-enabling process (with 1 new process-activity 

named domain specialist resource management 

process), and technical processes (with 3 new process-

activities named data automation and monitoring 

process, data visualization process, and data decision 

support process). The category of project process-

activities was not extended [25]. Consequently, the 

Project category keeps seven process-activities, the 

agreement category increases from 2 to 3 process-

activities, the organizational project-enabling category 

passes from 5 to 6 process-activities, and the technical 

category from 11 to 14 process-activities. Lin and 

Huang [36] reported that there was no available IEEE 

standard on an SDLC for BDAS at the date of 

publication, and the rate of unsuccessful BDAS projects 

was higher than traditional software systems. 

Consequently, Lin and Huang [36] elaborated the BDPL 

considering elements from data variety, data innovation, 

data analytics, and software engineering and using the 

ISO/IEC 15288:2008 standard as a basis. 

Regarding roles and work products, BDPL does not 

explicitly report the roles. However, similarly to CRISP-

DM, it can be assumed that these are the minimum 

necessary to apply the BDPL SDLC: Customer, project 

manager, and data science development team. 

Regarding work products, although BDPL does not 

explicitly report them, the original unmodified ISO/IEC 

15288 standard proposes about 70 work products. The 

BDPL SDLC was used for real projects in the banking 

sector [36]. This third SDLC brings to the research the 

importance of using SDLC based on ISO/IEC standards 

to effectively support the development of BDAS 

projects. Figure 5 shows the BDPL SDLC for BDAS 

(only the phase and activities added to the ISO/IEC 

15288 standard). 

 

Figure 5. The BPDL SDLC for BDAS [36]. 

4.4. Review of the DDSL SDLC 

The DDSL [12] is a full SDLC for BDAS motivated to 

provide a modern and light-weight SDLC regarding the 

former and heavy-weight CRISP-DM SDLC, based on 

three principles: 

1. Modern SDLC for BDAS are highly iterative. 

2. Modern SDLCs for BDAS relies on high 

collaboration between customer, project manager and 

development team. 

3. Modern SDLCs for BDAS need to anticipate auditing 

and tracking requirements due to the strong 

organizational implications of the results produced 

by BDAS. 

Then, DDSL [12] is structured in 6 phases: 

1. Ideation. 

2. Data acquisition and exploration. 

3. research and development. 

4. Validation. 

5. Delivery. 

6. Monitoring. 

• Role: 

1. Business stakeholders (customers, users). 

2. Data scientists. 
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3. IT team (data product manager, data story teller, and 

data infrastructure engineers). 

• Phase 1. Ideation focuses on establishing the 

business objectives for the planned BDAS, but a 

specific business problem must be previously 

selected, the economic and technical feasibility of the 

BDAS project is assessed, the BDAS requirements 

are documented, and the decision to advance to the 

next stage or abandon the project is made. There are 

four activities as follows in this phase: 

• Activity 1: 

1. Project scoping, where business objectives of the 

BDAS are set up, and economical-technical 

feasibility is assessed, classifying the project as 

“sweet spot,” “transformational”, “quick wins” or 

“don’t just don’t” types. 

2. Proceed decision, where it is agreed to continue or 

abandon the BDAS development project. 

3. Select artifacts, in the case of BDAS project 

continuation, where is agreed an overall BDAS 

architectural solution. 

• Product: 

1. Requirements documentation. 

2. Overall BDAS architectural Solution (i.e., the 

final expected deliverable). 

• Phase 2. Data acquisition and exploration refers to 

the identification of the required available and non-

available datasets, its financial-technical 

authorization for getting them, and its iterative 

exploration, pre-processing, and understanding for 

the next phase. 

• Activity 2: 

1. Identify datasets where the access to internal 

datasets must be authorized by the IT department 

and/or external datasets must be authorized to be 

bought. 

2. Ingest data where internal and/or external datasets 

are transferred from original locations to the target 

BDAS location.  

3. Explore data where iteratively and interactively 

the datasets are explored to determine the final 

ones to be used.  

4. Prepare data where pre-processing and processing 

operations on the final datasets to be used are 

applied.  

• Product: 

a) Data dictionary. 

• Phase 3. Research and development refer to the 

selection, building, and calibration of the 

statistical/machine learning model, which also 

includes the selection of the data science and 

analytics platforms and tools to be used. There are 

five activities in phase 3. 

• Activity 3: 

1. Generate a hypothesis and model where the set of 

specific inquiries are formulated, and the 

statistical/machine learning model is selected. 

2. Validate the right platforms and tools where the 

computational development resources are already 

available or are requested by the IT department. 

3. Experiment and assess results where the 

statistical/machine learning model is performed 

calibrated, and the results are assessed whether 

they are sufficiently insightful to advance to the 

next phase or more datasets and experimentation-

calibration is required. 

• Product: 

a) Calibrated statistical/machine learning model. 

• Phase 4. Validation refers to the business and 

technical validation of the calibrated 

statistical/machine learning model to authorize its 

delivery to production or return to conduct required 

previous stages or to stop the BDAS development 

project because this does not reach the business 

reliability expectations. There are three activities in 

this phase: 

• Activity 4: 

1. Business validation, where business stakeholders 

determine whether the results of the BDAS model 

are useful and reliable from the business 

perspective. 

2. Technical validation, where the IT team 

determines whether the BDAS model is ready for 

its deployment to production.  

There is one work product elaborated in this phase 4, 

BDAS business and technical validation 

documentation. 

• Phase 5. Delivery focuses on becoming the 

statistical/machine learning model in a “product” 

usable by customers and users. There are four 

activities in phase 5.  

• Activity 5: 

1. Plan delivery, where a detailed plan for deploying 

the BDAS is conceived (among final modes such 

as an ad-hoc report, scheduled report, application 

launcher, web application, batch API, or real-time 

API). 

2. Deploy where it is applied to the selected 

deployment mode. 

3. Alpha/Beta Test, where technical internal Alpha 

and pilot user Beta tests are applied. 

4. User acceptance test, where an official group of 

users verifies the acceptance of the BDAS. In this, 

it is not expected that Users reject the BDAS, i.e., 

if the BDAS development project reached this 

activity because it is a satisfactory product. 
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• Product: 

1. Monitoring and training plan. 

2. Tests documentations (Alpha, Beta, and user 

acceptance types). 

• Phase 6. Monitoring, refers to the periodic 

supervision and evaluation of the usage, technical 

performance, and created value of the BDAS. This 

phase has two activities. 

• Activity 6: 

1. Supervise and evaluate usage and performance 

where usual IT service managerial metrics can be 

applied to keep the BDAS usable. 

2. Evaluate value where business stakeholders 

determine the overall and specific contributions of 

the BDAS to the business value. 

Additionally, business stakeholders can propose 

improvements to the BDAS for the next version of the 

installed and used product. This phase generates two 

work products: 

• Product: 

1. Periodical usage and performance evaluation 

report. 

2. Overall value evaluation report. Similarly to 

Microsoft TDSP [41], no academic reference was 

found on its utilization, but domino DSL [12] is 

promoted by the company domino Inc., and thus, 

we can infer it has been empirically used in BDAS 

projects in real-life settings. Figure 6 shows the 

domino DSL SDLC for BDAS. 

 

Figure 6. The DDSL SDLC for BDAS [12]. 

4.5. Integrated Analysis and Discussion on the 

three SDLCs for BDAS against the 

Lightweight SDLC of the ISO/IEC 29110 

Standard-Basic Profile 

We conducted a detailed analysis of the structure and 

content of the roles, phases-activities, and products 

proposed in the four SDLCs to populate four descriptive 

Table (Appendix A.1.) on such SDLC structures. Next, 

we conducted an iterative analysis to map the structure 

of roles, phases-activities, and products identified in 

each SDLC to the expected ones in the theoretical Pro-

Forma SDLC of the used ISO/IEC 29110 standard-basic 

profile. With this detailed analysis-mapping for the three 

SDLCs, we elaborated during several iterative cycles of 

analysis, discussion and agreements, a visual evaluative 

summary of the qualitative extent of conformance of 

each structural component of the reviewed-analyzed 

SDLCs for BDAS to the expected one in the theoretical 

Pro-Forma SDLC of the ISO/IEC standard-basic 

profile. The following qualitative scale of alignment and 

adherence of the analyzed SDLC and the theoretical 

SDLC of the ISO/IEC 29110 standard Pro-Forma was 

used: 

• Low level (1 point). This corresponds to a cell shaded 

in light grey when the analyzed SDLC contains 

relevant omissions regarding the expected content on 

roles, categories of phases-activities, or categories of 

work products (packages) of the theoretical SDLC 

for BDAS. 

• Moderate level (3 points). This corresponds to a grey 

cell when the analyzed SDLC contains slight 

omissions regarding the expected content on roles, 

categories of phases-activities, or categories of work 

products (packages) of the theoretical SDLC for 

BDAS. 

• High level (5 points). This corresponds to a dark grey 

cell when the analyzed SDLC contains relevant 

similarities regarding the expected content on roles, 

categories of phases-activities, or categories of work 

products (packages) of the theoretical SDLC for 

BDAS. Then, the visual summarized evaluation of 

conformance of the SDLC structure of the four 

analyzed SDLCs for BDAS (CRISP-DM, TDSP, 

BPDL, and DDSL) is reported in Table 5. 
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Table 5. Summary of the conformance evaluation of the SLDCs for BDAS versus the theoretical SDLC for BDAS. 

SDLC element 
Theoretical lightweight SDLC Pro-Forma for 

BDAS of the ISO/IEC 29110-basic profile 
CRISP-DM t BDPL TDSP DDSL 

Roles (7) 

User roles: 1. Management roles: 1. Technical 

roles: 5. 
Moderate Moderate Moderate High 

Overall evaluation of roles: Roles: Moderate Roles: Moderate Roles: Moderate Roles: High 

Process-activities 

(2, 10) 

Process 1. Project management: 

(with 4 activities) 
High High Very Low High 

Process 2. Software implementation: Inception 
phases: (with 1 activities) 

High High Low High 

Process 2. Software implementation: Elaboration 

phases: (with 2 activities) 
Moderate High Very Low High 

Process 2. Software implementation: 

Construction-deployment phase: (with 3 activities) 
High High Moderate Moderate 

Overall evaluation of phases-activities: 
Phase-activities: 

High 

Phase-activities: 

High 

Phase-activities: 

Low 

Phase-activities: 

High 

Products (22) 

Process 1. Project management: (with 11 products 

and 1 SSP) 
High Very Low Very Low Moderate 

Process 2. Software implementation: Inception 
phases: (with 2 products and 1 SSP) 

High Very Low Low Moderate 

Process 2. Software Implementation: Elaboration 

Phases: (with 6 products and 1 SSP) 
High Very Low Very Low Moderate 

Process 2. Software implementation: 

Construction-deployment phase: (with 7 products 

and 1 SSP) 

High Very Low Moderate Moderate 

Overall evaluation of products: Products: High Products: Very Low Products: Low Products: Moderate 

 Overall evaluation of the SDLC: 
Overall SDLC: 

High 

Overall SDLC: 

Moderate 
Overall SDLC: Low 

Overall SDLC: 

High 

Table 6. Summary of the evaluation on the rigor-agility framework for the four SLDCs for BDAS. 

Rigor attributes 

Level assigned to the SDLC for BDAS 

Agility attributes Zones of rigorous SDLCs Zones of lightweight SDLCs Zones of agile SDLCs  

-3 Very High -2 High -1 Low 0 Neutral +1 Low +2 High +3 Very High 

Rigid: To keep and apply BDAS 
practices without any variation. 
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- 

Flexible: To reconfigure BDAS 
practices when necessary. 

Bureaucratic: to ignore unexpected 
events during the BDAS 

development process accepting 

potential negative consequences. 

Responsive: To sense 

environment and react 

appropriately to unexpected 
events during the BDAS 

development process. 

Slow: To deliver a useable BDAS in 
relatively large periods. 

Speedy: To deliver quickly a 
useable BDAS. 

Sophisticated: To pursue the best 

designed and built BDAS. 

Lean: To pursue a minimum 

viable BDAS (that could be 
incremented in next releases). 

Hard: High cognitive load and high 

training effort to be learned and 
used. 

Simple: Low cognitive load and 

low training effort to be learned 
and used. 

Heavyweight: High volume of 
practices. 

Lightweight: Shortened practices 

from the original heavyweight 
practices but still considered 

useful for agile domains. 

Mandatory documentation: It 
demands the fulfilment of 

mandatory technical and user 

documentation. 

Optional documentation: It 
permits the fulfilment of technical 

and user documentation, when 

necessary. 

 

This qualitative evaluation was conducted by the first 

two researchers and revised by the fourth and fifth ones 

during several iterations based on the full content 

reported in the original sources. In this iterative analysis 

were identified, corrected, and agreed on content 

omissions, differences in interpretation, and 

typographical errors in the nomenclature of phases-

activities, roles, and products. Similarly, the research 

team evaluated each SDLC for BDAS against the 

theoretical rigor-agility seven-attributes framework, and 

these results are reported in Table 6. Table 6 also 

includes the ISO/IEC 29110 standard-basic profile 

placed in the neutral rigor-agility column (0.0 score). 

Therefore, we can summarize the following strengths 

and weaknesses based on the results reported in Tables 

5 and 6 for the three SDLCs for BDAS as follows: 

• Strengths: 

• The four SDLCs share the claim about the need to 

have a specific SDLC for BDAS instead of using 

a generic SDLC. 

• The four SDLCs have been used in real BDAS 

projects. 

• CRISP-DM reached a high overall conformance 

level, but its SDLC rigor-agility level (-2.0) 

implies that it covers satisfactory the expected 

structure of the theoretical Pro-Forma SDLC of 

the ISO/IEC 29110 standard-basic profile but in 

excess, so elimination of elements would be 

required to fit practically the ISO/IEC 29110 
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standard. 

• TDSP reached a low overall conformance level, 

and its SDLC rigor-agility level (+2.0) implies that 

this qualifies more as an agile SDLC than a 

lightweight one. Then, it would require a relevant 

methodological effort to add elements required to 

fit practically the ISO/IEC 29110 standard. 

• BPDL also reached a moderate overall 

conformance level, but its SDLC rigor-agility 

level (-3.0) implies that this is the most 

heavyweight SDLC for BDAS of the four 

analyzed. Thus, it is far away to be adapted to fit 

practically the ISO/IEC 29110 standard-basic 

profile. 

• DDSL also reached a high overall conformance 

level (similar to CRISP-DM), but its rigor-agility 

level (+1.0) is located in the zone of the 

lightweight SDLCs (-1.0, 0.0 and +1.0), and thus 

DDSL qualifies as the best SDLC for BDAS to be 

adjusted to fit the ISO/IEC 29110 standard-basic 

profile regarding the other three SDLCs analyzed. 

• CRISP-DM was found to be the most still used 

SDLC for BDAS projects, and thus BDAS 

developers interested in the ISO/IEC 29110 

standard could use it and make adequations, but it 

will demand more methodological effort than 

required for adjusting the DDSL SDLC. 

• Weaknesses: 

• The most widely used SDLC for BDAS (CRISP-

DM) is already more than 20 years old and 

qualifies as a heavyweight SDLC with a rigor-

agility level of -2.0. Thus, agile BDAS developers 

cannot use it in your original structure. 

• The four SDLCs are proprietary, public 

documentation is limited, and usually, it presents 

inconsistencies in nomenclature, missed 

information, and a lack of practical work product 

templates. Thus, BDAS developers must propose 

ad-hoc adjustments. 

5. Conclusions 

In this research, we applied a research method using a 

selective manual search of the SDLCs for BDAS 

collected in the main literature [18, 29, 31, 38, 39, 62] 

on the basic BDAS and software engineering literature 

regarding the availability of SDLCs for BDAS. This 

selection and analysis ended up with a total of four 

SDLCs for BDAS (CRISP-DM, TDSP, BDPL, and 

DDSL), and the four ones were reviewed and evaluated 

against a theoretical SDLC extracted from the ISO/IEC 

29110 standard-basic profile. This review and 

evaluation were performed by the research team 

(composed of a PhD student, three full-time professors 

in the software engineering discipline, and one full-time 

professor in the analytics data science discipline). 

Based on the results obtained (Tables 5 and 6), the 

following theoretical and practical conclusions can be 

made: 

• Theoretical Conclusion 

1. Research on new SDLCs for BDAS has been 

practically null in the software engineering 

discipline in the 2000-2023 period (only one 

SDLC for BDAS was found BDPL) in the 

literature consulted. The other three SDLCs for 

BDAS were in the grey literature. 

2. The four analyzed SDLCs (CRISP-DM, TDSP, 

BDPL, and DDSL) are proprietary, and their 

public free-access documentation is limited. 

CRISP-DM and DDSL were evaluated with HIGH 

conformance levels, but the analysis is conducted 

on the structural content of the SDLC on roles, 

phases-activities, and artifacts, but their full-

documented descriptions are incomplete. 

3. Although the main literature consulted [18, 29, 31, 

38, 39, 62] on BDAS is adequately reported, and 

the topic is still relevant to business organizations 

today, we did not find an SDLC that can be 

considered a de-facto standard as RUP was for 

software systems for two decades. 

• Practical conclusion 

1. For BDAS developers interested in using a 

heavyweight SDLC, CRISP-DM is considered the 

most widely used and to be potentially converted 

into the de facto standard. BDPL is not 

recommended despite its reliance on a well-

known, used, and tested ISO/IEC 15288 standard 

due to its public documentation being very limited 

(this development cycle is proprietary). 

2. BDAS developers interested in using a 

lightweight SDLC that fits the ISO/IEC 29110 

standard-basic profile the recommendation is to 

use the DDSL SDLC, but it will be required to add 

and adapt several technical adjustments. 

3. For BDAS developers interested in agile 

approaches, the recommended SDLC is TDSP. 

• Based on the results obtained (Tables 5 and 6), the 

following recommendations for future research can 

also be made: 

• Research on rigorous SDLCs for BDAS is not 

encouraged, given the interest and need for 

lightweight and agile approaches at present. 

• Conceptual research on lightweight SDLCs for 

BDAS is encouraged to move towards an SDLC for 

BDAS that directly fits the ISO/IEC 29110 standard-

basic profile without the need to make minor 

adjustments, that can be accepted and endorsed by 

the academic community. 

• Both conceptual and empirical research on specific 

types of BDAS projects adequate for lightweight 
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SDLCs vs. agile SDLCs is required in the software 

engineering discipline. 

• To advance research on ISO/IEC standards as a basis 

for future SDLCs for BDAS. 

Finally, we report the following methodological 

limitations of our study:  

• This was focused only on the top 5 reported in at least 

1 of the 3 comprehensive articles on big data 

development cycle, and one development cycle was 

discarded as it did not meet the characteristics of a 

development cycle. 

• Only lightweight big data cycles were considered, 

and as a historical reference, the main methodology 

still used CRISP-DM (heavy type). Agile 

methodologies are not considered in this study. 

• This study uses the ISO/IEC 29110-basic profile as a 

conceptual framework for analysis, but future studies 

may consider other standards. 

• This study analyzed the four methodologies using 

exclusively the original materials in a conceptual 

manner without adding empirical evidence of their 

use by practitioners. 

• The conceptual analysis was performed by a research 

team composed of: 1 senior doctoral student; 3 senior 

professors in the area of software engineering (2 

specialized in the ISO/IEC 29110 standard); and 1 

professor specialized in data science, with an average 

combined academic and research experience of 13 

years. We believe that a research team with similar 

demographic characteristics would reach similar 

conclusions. 

Hence, we can indicate that there is a need to achieve 

better lightweight SDLCs for BDAS that can be 

supported theoretically and used in practice (i.e., with 

high levels of usability, ease of use, compatibility, and 

perceived value by BDAS developers) for the small and 

very small organizations interested in ISO/IEC 

certifications. In another similar study, with a 

specifically agile and Scrum-XP focus, the conclusions 

were comparable, revealing the need for better agile 

SDLCs for BDAS that can be theoretically grounded 

and practically applied [59]. Therefore, further 

conceptual, and empirical research is encouraged in 

these relevant research streams. 
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Appendix A.1. 

Table A.1. Analysis of CRISP-DM, BDPL, TDSP and DDSL vs the theoretical lightweight SDLC Pro-Forma for BDAS of the ISO/IEC 29110-

standard-basic profile. 

SDLC element 

Theoretical lightweight 

SDLC Pro Forma for 

BDAS of the ISO/IEC 

29110-basic profile 

CRISP-DM BDPL TDSP DDSL 

R
o

le
s 

(4
) 

 User roles: 

R.1: Customer 

 Management roles: 

R.2: Project manager. 

 Technical roles: 

R.3: Work team: 

R.4 Technical leader 

R.5: Programmer 

R.6: Designer 

R.7: Analyst 

 User roles: 

R.1: Customer. 

 Management roles: 

R.2: Project manager. 

 Technical roles: 

R.3: Developer team. 

 External roles: None 

 User roles: 

R.1: Project process user 

 Management roles: 

R.2: Manager 

 Technical roles: 

R.3: Operator user 

R.4: Developer maintainer 

 External roles: 

R.1: Acquirer supplier 

 User roles: 

R.0: Customer 

 Management roles: 

R.1: Group manager. 

R.2: Team lead 

R.3: Project lead 

 Technical roles: 

R.4: Project individual 

contributors (data scientists, 

business analysts, data 

engineers, solution architect, 

application developers) 

 User roles: 

R.1: Business stakeholder 

 Management roles: 

R.2: Data product manager 

 Technical roles: 

R.3 Data scientist 

R.4: Data infrastructure 

engineer 

R.5: Data storyteller 

P
ro

ce
ss

 (
p

h
a

se
)-

a
ct

iv
it

ie
s 

(2
,1

0
) 

 Process 1. Project 

management: 

 Activity 1: 

1. Project planning 

2. Project plan execution 

3. Project assessment and 

control 

4. Project closure 

 Phase 1. Business 

understanding: 

 Activity 1: 

1. Determine business 

objectives 

2. Assess situation 

3. Determine data mining 

goals 

4. Produce project plan 

 Process 1. Organizational 

project-enabling process: 

 Activities: 

1. Lifecycle mode management 

2.  Infrastructure management 

process. 
3. Project portfolio 

management process 

4. Domain specialist resource 

management process 

5. Human resource 

management process 

6. Quality management process 

 Phase 0. TDSP Workflow 

for Project Execution: 

 Activity 0: 

1. Plan Sprint 

2. Review code built from 

several branches 

3. Merge-Delete branches 

 Phase 1. Ideation: 

 Activity 1: 

1. Identified Problem 

2. Project Scoping: 

a)  Review prior art 

b) Calculate value 
c)  Assess feasibility 

 Process 2. Software 

implementation: 

 Inception phases:  

 Activity 2: 

1. Software 

implementation 
initiation. 

 Phase 2. Data 

understanding: 

 Activity 2: 

1. Collect initial data 

2. Describe data 

3. Explore data 

4. Verify data quality 

 Phase 3. Data 

preparation: 

 Activity 3: 

1. Select data 

2. Clean data 

3. Construct data 

4. Integrate data 

5. Format data 

 Phase 1. 

a) Project process 

 Activity 1-a): 

1. Project planning process 

 Phase 1. 

b) Data process 

 Activity 1-b): 

1. Data collecting process 
2. Data inventory process 

 Phase 1. 

c) Technical process 

 Activity 1-c): 

1. Stakeholder requirement 
definition process 

 Phase 1. Business 

understanding: 

 Activity 1: 

1. Define objectives 

 Phase.1 Ideation: 

 Activity 1: 

3. Manage Backlog 

4. Select Artifacts 

 Process 2. Software 

implementation: 

 Elaboration phases: 

 Activity 2: 

2. Software requirements 
analysis 

3. Software architectural 

and detailed design 

 Phase 4. 

a) Conceptual modelling: 

 Activity 4: 

1. Select modelling 

techniques 

2. Generate test design 

 Phase 2. 

a) Project Process 

 Activity 2-a): 

1. Project assessment and 

control process 

2. Decision management 

process 

3. Risk management process 

4. Configuration management 

process 
5. Information management 

process 

6. Measurement process 

 Phase 2. 

b) Data process 

 Activity 2-b): 

1. Data requirement analysis 

process 

2. Data integration process 

3. Data verification process 

4. Data analysis process 

5. Data modelling process 

 Phase 2. 

c) Technical process: 

 Activity 2-c): 

1. Requirement analysis 

process. 
2. Architectural design process 

 Phase 1. Business 

understanding: 

 Activity 1: 

2. Identify data sources 

 Phase 2. Data acquisition 

and understanding: 

 Activity 2: 

1. Ingest the data 

2. Explore the data 

3. Set up a data pipeline 

 Phase 2. Data acquisition 

and exploration: 

 

 Activity 2: 

1. Getting the data 
2. Identify sources the data 

a) Connect 

3. Create data (capture) 
4. Buy and ingest data 

5. Explore data 

6. Prepare data 
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3. Data automation and 

monitoring process 
4. Data visualization process 

5. Data decision support 

process 

 Process 2. Software 

implementation: 

 Construction-

Deployment Phase: 

 Activity 2: 

4. Software construction 

5. Software integration 

and tests 

6. Product delivery 

 Phase 4. 

b) Computational 

modelling: 

 Activities: 

3. Build model 

4. Assess model 

 Phase 5. Evaluation: 

 Activity 5: 

1. Evaluate results 

2. Review process 

3. Determine next steps 

 Phase 6. Deployment: 

 Activity 6:  

1. Plan deployment 

2. Plan monitoring and 

maintenance 

3. Produce final report 

4. Review project 

 Phase 3. 

a) Agreement processes 

 Activity 3-a): 

1. Data value, result, and 

innovation process 

2. Acquisition process 

3. Supply process. 

 Phase 3. 

b) Project Process 

 Activity 3-b): 

1. Project assessment and 

control process 

2. Decision management 

process 

3. Risk management process 
4. Configuration management 

process 

5. Information management 

process 

6. Measurement process 

 Phase 3. 

c) Data process 

 Activity 3-c): 

1. Data simulation process. 

2. Data prediction process. 

3. Data innovation process 

4. Data validation process 
5. Data cleaning process 

6. Data maintenance process 

 Phase 3. 

d) Technical process 

 Activity 3-d): 

1. Implementation process 

2. Integration process 

3. Verification process 

4. Transition process 

5. Validation process. 

6. Operation process 

7. Maintenance process 

8. Disposal process 

 Phase 3. Modelling: 

 Activity 3: 

1. Feature engineering 

2. Model training 

3. Model evaluation 

 Phase 4 Deployment: 

 Activity 4: 

1. Operationalize a model 

 Phase 5. Customer 

acceptance: 

 Activity 5: 

1. System validation 

2. Project hand-off. 

 Phase 3. Research and 

Development: 

 Activity 3: 

1. Generate Hypothesis 

2. Validate right tools 

a) IT request 
b) Experiment 

c) Assess result 

3. Validate the need new data 

4. Insightful? 

5. Share insight 

 Phase 4. Validation: 

 Activity 4: 

1.  Validate the business 

2. Validate technically 

3. Validate ready to deploy 

4. Publish 

 Phase 5. Delivery: 

 Activity 5: 

1. Plan Delivery 

2. Deploy 

3. Test 

 Phase 6. Monitoring: 

 Activity 6: 

1. Monitor 

a) Usage 
b) Performance 

c) Value 

2. Identify improvements 

3. Generate value  

P
ro

d
u

ct
s 

(w
o

rk
 p

ro
d

u
ct

s)
 (

2
2

) 

 Process 1. Project 

management: 

 Input products:  

P.1: Statement of work 

 SSP.1: Software 
configuration 

P.2: Change request 

 Internal products: 

P.2: Change request 

P.3: Correction register 
P.4: Meeting record, 

P.5: Verification results 

P.6: Progress status 

record 

P.7: Project repository 
backup.  

 Output products 

P.8: Project plan 

P.9: Acceptance record 

P.10: Project repository 

P.4: Meeting record 

 SSP.1: Software 
configuration 

 Phase 1. Business 

understanding: 

 Work Products 1: 

1. Background 

2. Business objectives 
3. Business success 

criteria 

4. Inventory of resources 

5. Requirements, 

assumptions, and 

constraints 

6. Risks and contingencies 
7. Terminology 

8. Costs and benefits 

9. Data mining goals. 

10. Data mining success 

criteria 

11. Project plan 

12. Initial assessment of 

tools and techniques 

 Process 1. Organizational 

project-enabling process: 

No reported 

 Phase 0. TDSP Workflow 

for project execution:  

 Work Products 0: 

1. Sprint plan 

 Work Products 1: 

1. Charter document 

 Phase 1. Ideation: 

 Work Products 0: 

1. Project scope document 
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 Process 2. Software 

implementation:  

 Inception phases: 

P.8: Project plan (input) 

P.10: Project repository 

(input) 

 Phase 2. Data 

understanding: 

 Work Products 2: 

1. Initial data collection 

report 

2. Data description report 

3. Data exploration report 

4. Data quality report 

 Phase 3. Data 

preparation: 

 Work Products 3: 

1. Rationale for 

inclusion/exclusion 

2. Data cleaning report 

3. Derived attributes 

4.  Generated records 

5. Merged data 

6. Reformatted data 
7. Dataset 

8. Dataset description 

 Phase 4. 

a) Conceptual modelling: 

 Work Products 4: 

1. Modelling technique 

2. Modelling assumptions 

3. Test design 

 Phase1. 

a) Project process: No reported 

b) Data process: No reported 
c) Technical process: No 

reported 

 Phase.1 Business 

understanding: 

 Work Products 1: 

2. Data source 

3. Data dictionaries 

 Phase 1. Ideation: 

 Work Products 0: 

1. Project scope document 

2. Project kick-off 

 Process.2 Software 

implementation:  

 Elaboration phases: 

P.11. Validation results 
(internal) 

P.5: Verification results 

(internal) 

 SSP.1: Software 
configuration (output) 

P.12: Requirements 

specification 
P.13: Software design 

P.14: Traceability record 

P.15: Test cases and test 

procedures 

 Phase 4. 

b) Computational 

modelling 

 Work Products 4: 

4. Parameter settings 

5. Models 

6. Model descriptions 

7. Model assessment 

8. Revised parameter 

settings 

 Phase 2. 

a) Project process: No reported 
b) Data process: No reported 

c) Technical process: No 

reported 

 Phase 2. Data acquisition 

and understanding: 

 Work Products 2: 

1. Data quality report 

2. Solution architecture 

3. Checkpoint decision 

 Phase 1. Ideation 

 Work Products 1: Model 
requirements Doc. 

 Phase 2. Data acquisition 

and exploration: 

 Work Products 2: Data 
dictionary 

 Process 2. Software 

implementation:  

 Construction-

deployment phase: 

P.2: Change Request 

(output) 

 SSP.1: Software 
configuration (output) 

P.16: Software 

components 

P.17: Software 

P.18: Test Report 
P.19: Product operation 

guide 

P.20: Software user 

documentation 

P.21: Maintenance 

documentation 

 Phase 5. Evaluation: 

 Work Products 5: 

1. Assessment of data 

mining results 

2. Approved models 

3. Review of process 

4. List of possible actions 

5. Decision. 

 Phase 6. Deployment: 

 Work Products 6: 

1. Deployment plan 

2. Monitoring and 

maintenance plan 

3. Final report 

4. Final presentation 

5. Experience 
documentation 

 Phase 3. 

a) Agreement processes: No 

reported. 
b) Project Process: No 

reported. 

c) Data process: No reported. 

d) Technical process: No 

reported 

 Phase 3. Modelling: 

 Work Products 3: 

1. Model 

 Phase 4. Deployment: 

 Work Products 4: 

1. A status Dashboard that 

displays the system health 

and key metrics 

2. A final modelling report 

with deployment details 

3. A final solution architecture 

document. 

 Phase 5. Customer 

acceptance: 

 Work Products 5: 

1. Exit report of the project for 

the customer 

 Phase 3. Research and 

development: 

 Work Products 3: Data 

model experiment 

 Phase 4. Validation: 

 Work Products 4: 
Validated Data Model} 

 Phase 5. Delivery: 

 Work Products 5: 
Production Data Model 

 Phase 6. Monitoring: 

 Work Products 6: 
Monitoring and training 

plan 

 


