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Abstract: The difficulty of music rhythm teaching makes its teaching effect limited. Some game algorithms show problems of 

stuttery and unclear picture when they are introduced into teaching, which greatly restricts the development of teaching content. 

Therefore, it is proposed to activate the Deep Q-Network (DQN) and improve the filter to improve the processing performance 

of game image data and the integrity of information retention. The model fuses the extracted features and processes them through 

the neural network. According to the performance characteristics and forms of music rhythm, constant Q-transformation, 

dynamic programming algorithm and hidden Markov model are proposed to analyze and design music signal, beat point analysis 

and signal traveling speed, so as to realize the identification and matching of music rhythm. The performance test and application 

analysis of the proposed fusion improvement algorithm are carried out: the video game algorithm can effectively extract data 

feature information, and its accuracy rate is basically 90% or above. The improved DQN and Artificial Fish Swarms Algorithm 

(AFSA) algorithms can maintain an accuracy of over 75%, followed by the ABC algorithm, which maintains an accuracy of over 

70%, but exhibits significant fluctuations in the curve changes and nodes. The recognition accuracy of music signal feature 

extraction is over 70%, and it is less affected by signal-to-noise ratio. The improved activation function showed that the highest 

game score exceeded 10 points, while the scores of Rectified Linear Unit (ReLU) function and Hyperbolic tangent function 

(Tanh) function were basically hovering below 5 points, and the overall score curve fluctuated significantly. The recognition 

accuracy of music signal features extraction is above 70% and is less affected by signal to noise ratio. The algorithm has a good 

effect of music rhythm teaching, the students’ interest in classroom learning is more than 45%, and the learning weakness is 

less. The average score of students in music style judgment, rhythm division and index are 85 points and 90 points respectively, 

which is much higher than the 40 points and 63 points of traditional teaching. The proposed algorithm can better combine video 

games with music teaching and help students improve their learning effect under the gamification teaching method, and has 

good application value. 
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1. Introduction 

The application of video games in the design of teaching 

schemes can effectively combine the interaction and 

vividness of games with the knowledge of teaching, thus 

breaking the limitations brought by traditional teaching 

methods. The continuous expansion of artificial 

intelligence makes deep learning algorithms gradually 

become an important solution to problems. To better 

conduct teaching research on video game algorithms, 

this study proposes to combine reinforcement learning 

with neural network to give full play to its advantages in 

solving sequential decision problems and the ability to 

extract data features. Among them, Deep Q-network 

(DQN), as a reinforcement learning algorithm based on 

neural networks, can realize automatic learning of 

optimal strategies, thus ensuring the intelligence of 

decision-making [29]. The DQN algorithm uses the 

function approximator of Q-learning to predict the 

output of the input state and match the expected score  

 
of the action. The DQN predicts the Q value of each 

action based on information about the state of the 

environment and past experience. This algorithm 

enables the agent to find the optimal decision method in 

an environment through continuous trial and feedback 

[10]. The design of music rhythm teaching with the help 

of this algorithm can help students create an environment 

for music game learning in a virtual environment, thus 

improving students’ grasp and initiative of music rhythm 

[15]. However, overestimation of Q value is inevitable 

in DQN algorithm, so this paper proposes an improved 

deep reinforcement learning DQN algorithm to improve 

it. In this study, the improved DQN is applied to video 

game music teaching to improve the effect and quality of 

music rhythm teaching. The research mainly analyzes 

the problem of music rhythm teaching from four aspects. 

The first part is about the current video game algorithm 

in music rhythm teaching methods to review and discuss 

the relevant literature. The second part proposes the 
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improved video game algorithm and the design of music 

rhythm teaching method respectively. The third part is to 

test and analyze the effect of rhythm teaching under the 

fusion method. The last part is the summary of the full 

text. 

2. Related Work 

The teaching form of gamification can better make 

learners feel the fun of learning in the interaction. Video 

game algorithm can confirm the positive feedback of 

learning through rhythm game training in music rhythm 

teaching design. Among them, there are a lot of 

algorithm research and scene application analysis for 

game design. Scholars such as Khan et al. [14]. proposed 

a game scene testing algorithm based on DQN and deep 

recursive Q-network. The algorithm predicts algorithm 

performance differences by building a test bed. The 

video game algorithm built can predict the location of 

characters with an accuracy of more than 70%. To solve 

the problem that game patches limit the normal operation 

of the training model, Smerdov et al. [24]. scholars use 

sensor data analysis to conduct predictive analysis of the 

game and train the machine learning model. The 

algorithm model has a prediction accuracy of 88.3%. To 

find the model parameters more suitable for the rolling 

time domain evolutionary algorithm, Gaina et al. [7]. and 

other scholars optimized a large number of existing 

models and combined them with the parameter optimizer 

of the N-tuple evolutionary algorithm to find the best 

combination parameters of the models and form a large-

scale game hybrid algorithm. It is feasible to find the 

optimal configuration of parameters in large-scale 

hybrid algorithms. DQN algorithm has been used in 

many fields. Wang et al. [26] designed an intelligent 

voltage control method based on average weighted 

double DQN algorithm, inspired by the voltage control 

of DQN algorithm. In this method, the voltage control 

objective is included in the incentive mechanism, and the 

Markov decision model is further formed after 

normalization. Simulation experiments based on this 

algorithm show that the algorithm has better 

convergence. To solve the problem of poor 

hyperparameter generalization ability of meta-heuristic 

algorithm, Zeng et al. [31] proposed a dynamic 

hyperparameter adjustment framework based on DQN, 

and introduced genetic algorithm for training. Compared 

with other algorithms, the training effect based on DQN 

algorithm is better. DQN algorithms are also used to 

build network systems. Chen et al. [3] assigned weights 

to network subtasks according to the chromatography 

analysis method, and combined the DQN algorithm to 

simplify the task flow. The combination of the two can 

better reduce the system cost. 

Rhythm is the life of music, but in today's music 

rhythm teaching, many students think that rhythm is just 

a numerical, mathematical mechanical reaction, can’t 

feel and reflect the beauty of music. So, scholars have 

explored more teaching methods that can stimulate 

students' interest. Scholars such as Yi [28] incorporated 

traditional Korean music into western music curriculum 

and provided guidance for music teaching in primary and 

secondary schools by combining music history and 

rhythm. Through questionnaire experiments, Borges and 

Richit [22] found that teaching related to music theory 

knowledge and practice was mostly integrated with 

digital technology, while teaching related to music 

rhythm and melody was usually connected with other 

fields. Therefore, an emerging learning algorithm is 

adopted for interaction. In the teaching of music rhythm, 

scholars such as Fuchs et al. [6] used online visual tools 

to enable teachers and students to achieve visual and 

interactive effects. Meanwhile, clustering steps are 

explored and parameters are improved to optimize the 

teaching model, providing opportunities for future 

development. To innovate music score reading skills, 

James and Reifinger [11] summarized the teaching skills 

of teachers in a large number of orchestras. A large 

number of teaching methods focus on reading and 

singing pitch notation, which have strong applicability in 

different teaching stages. Grekow [9] applied recurrent 

neural network algorithm to music emotion detection 

and proposed a framework for audio feature extraction 

of learning networks based on long short-term memory 

units. In this study, a software package was used to make 

the framework concrete. The algorithm has strong 

emotion recognition ability and can be used in daily 

training and teaching. Muller et al. [19] and other 

scholars applied Fourier transform to the field of music 

to explore the application of music to signal processing. 

This method makes an in-depth analysis of classical 

signal processing methods and provides a good reference 

for music education. 

To sum up, in video game design, some scholars use 

DQN and its related improved algorithms for data 

processing and information extraction. Such as the 

combination of DQN and deep recursive Q-network, in 

the game scene design. In addition, the design of 

parameter optimizer and the introduction of sensor data 

prediction model are also mentioned. Based on the 

effectiveness of machine algorithms in game design, this 

study proposes an improved video game algorithm for 

DQN networks. According to the characteristics of 

music rhythm teaching, dynamic programming and 

hidden Markov model are introduced to extract music 

rhythm characteristics, so as to better design and meet 

the needs of music teaching. 

3. Research on the Application of Video 

Game Algorithm Design to Improve DQN 

Network Learning in Music Rhythm 

Teaching 

With the emergence of computer technology and human-

computer interaction means, the development of video 

games has entered a new stage of development. It has 
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gradually changed from the original rough picture and 

single game difficulty to a vivid game virtual 

environment and interactive game experience, which 

greatly improves the applicability of video games, and 

makes its application field gradually expanded. In this 

study, the activation function and filter of the classical 

DQN algorithm are improved, and the video game 

design under the improved DQN algorithm is carried out. 

In addition, according to the characteristics and 

difficulties of music rhythm teaching, this study 

designed music rhythm feature algorithm to better 

realize the effectiveness and applicability of the 

improved algorithm in music rhythm teaching design. 

3.1. Improved Video Game Algorithm Design 

for DQN Network Learning 

The deep Q-learning algorithm proposed in this paper 

combines the advantages of convolutional neural 

network and reinforcement learning. Q-learning 

algorithm mainly uses tables to store queue information 

of small space dimension information. For large spatial 

state dimensions, deep neural networks are used for 

function approximation design to optimize network 

parameters [12]. The loss function can be expressed as 

Equation (1) [33]. 

2
, , , '

'
( ) [( max ( ', ' ) ( , )) ]i s a r s i i

a
L E r Q s a Q s a       

In Equation (1), s, a, r, s’ represents queue information; 

Where s, s’ represents choice; a is the status; γ is a 

discount factor; r is an award; E represents maximum 

cumulative return; Q(s, a|θi) is an action value function; 

θ represents neural network parameters. There is a great 

correlation between states in reinforcement learning, so 

it is necessary to introduce replay mechanism in the 

process of network training. The loss function of DQN 

algorithm can be expressed as Equation (2).  

2( max ( ', ' ') ( , , )iL r Q s a Q s a      

Because reinforcement learning pays attention to the 

correlation between states, it is easy to cause certain 

volatility to network training. Common loss function 

optimization methods include experiential playback 

mechanism, target network and gradient clipping. The 

training process of DQN algorithm is shown in Figure1. 
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Figure 1. Flowchart of DQN algorithm. 

In Figure 1, the DQN algorithm improves the 

stability of the algorithm by means of empirical replay 

mechanism, replay memory unit storage and network 

parameter updating during the training process. In 

addition, two Connectionless Node Neork Service 

(CNNS) are used in the structure to achieve the 

approximation of the action value function and the 

calculation of the target Q value respectively, and then 

the mean square error of the calculation of Q value is 

reduced to some extent. Meanwhile, the range limit of 

Q value and gradient value of DQN algorithm makes it 

able to carry out algorithm operation in a reasonable 

range. 

Common network functions include Sigmoid 

functions, Tanh functions, and Rectified Linear Unit 

(ReLU) functions. Among them, ReLU function has a 

relatively good advantage because of its good sparsity 

and convergence, and its excessive sparsity will not 

cause partial information loss. Therefore, ReLU 

function is optimized to make it unsaturated and 

linearly modified, and its mathematical expression is 

shown in Equation (3) [20]. 

ln(1 ) 0
( )

ln 2 0

xe x
f x

x x

  
 
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In Equation (3), x represents the input value; e 

indicates the base number. Equation (3) shows that 

when the data is greater than 0 or less than 0, ReLU 

function and Softplus function can be selected 

respectively. When different activation functions are 

selected by judging different input values, the 

improved activation functions and their derivations 

can be explained with the help of Figure 2. 
 

 

 
 

(1) 

(2) 

(3) 
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a) Improve the activation function image. b) Improving the derivative image of activation function. 

Figure 2. Improved activation function image and its guide image. 

The value of the improved activation function will 

show an increasing trend with the change of the input 

value. The application of improved activation function 

can better cope with the change of data type. 

Meanwhile, considering the problem of excessive 

network layers, the replacement of a single 

implementation function will lead to large errors in 

information screening and processing [4]. Therefore, 

only the application of the improved function in the 

fully connected layer of DQN network structure is 

studied. The improved algorithm model is shown in 

Figure 3. 
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Figure 3. DQN algorithm under improved activation function. 

In Figure 3, continuous frame images and trainable 

filters are used as convolutional inputs; The feature map 

is obtained by ReLU activation function. Then the mean 

sampling process is carried out on the obtained feature 

map, and the mapped sub-sampling layer is obtained. 

Repeat the above to get the final processed feature map. 

The historical experience queue can shuffle the 

serialized data generated by the interaction between the 

agent and the environment through random sampling, 

making the data during model training independent and 

identically distributed, thereby improving the stability 

and convergence speed of training. And the storage of 

interactive data in the historical experience queue can 

reduce dependence on new data, improve generalization 

ability, and reduce data fluctuations during the training 

process. The final feature graph is processed by the 

improved activation function under full connection 

processing and Q value is obtained. Then the Q value is 

used to select the optimal scheme and screen the 

empirical sample queue. The sampling result is used as 

the initial value of network training, and the difference 

of Q value is calculated under the error cost function, and 

the backpropagation algorithm and weight update are 

used to realize the simulation of video game. Meanwhile, 

the selection of filters plays an important role in the 

extraction of image information and the perception of 

regions. 

The mathematical expression of the traditional two-

dimensional Gabor filter is shown in Equation (4) [5].  

2 2

1 1 ' '
( , , , , ) exp( 0.5( ))exp(2 ')

2 m n m n

m n
G m n m  

    
    

In Equation (4), 𝜎 represents the scale function; m is the 

horizontal axis; n denotes the vertical axis; 𝜎 is the 

direction of filter feature extraction. The two-

dimensional filter is composed of two parts, real and 

virtual, and the waveforms of the two parts are also very 

different. Scale difference and direction difference will 

make the filter show different response effect. To ensure 

that the filter has better feature extraction ability in both 

dimension of direction and scale, it is improved. That is, 

the primary term of the filter is coupled, and the 

improved primary term of the filter is shown in Equation 

(5). 

2

' cos sin
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m m n

n m n c m n

 

   

 


    
 

In Equation (5), c represents the curvature coefficient. 

Meanwhile, considering the processing of information in 

the design of game algorithms, strengthening the 

integration of information can effectively ensure that the 

content of information is more comprehensive and 

(4) 

(5) 
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richer. Principal Component Analysis (PCA) was used 

to complete the study. PCA can extract data features, 

transform variables and reduce dimension by linear 

transformation [13]. To reduce the processing errors of 

different data, kernel principal component analysis is 

proposed under PCA algorithm to realize the 

representation of nonlinear data, which has high 

differentiation. Equation (6) is the covariance matrix.  

1
( ) ( )TC X X

N
   

In Equation (6), X represents the sample point; X is the 

point that the sample points are mapped in the high-

dimensional feature space through centralized 

processing; T represents transpose. The DQN network 

structure after the improved filter is shown in Figure 4. 

 

Figure 4. DQN network structure after improved filter. 

The improvement idea is roughly the same as the 

function improvement network structure flow described 

above, except that the game image needs to be convolved 

with the improvement filter at the beginning. In addition, 

it is necessary to extract the feature maps in different 

Angle dimensions. Then the Angle feature map is fused 

and dimensionally reduced to get the total feature map. 

Finally, repeated convolution and function design are 

carried out on the total feature map, and the final Q value 

and sample results are screened out. The experience 

tuple is usually represented as (s, a, r, s’), where s 

represents the current state, a represents the action taken, 

r represents the reward obtained, and s’ represents the 

next state to transition to after executing the action. 

Experience tuples are randomly selected training 

samples from a historical experience queue, which are 

used to update the parameters of the Q-network. Through 

these experience tuples, the model can learn the value of 

different state action pairs, thereby improving the 

accuracy of decision-making. 

3.2 Music Rhythm Feature Extraction and 

Identification Design 

Video game algorithm refers to the combination of game 

design and algorithm design to solve problems in 

computer applications or to complete some specific 

tasks. The application of video game algorithm of DQN 

network learning in music rhythm teaching can 

effectively improve learners’ learning effect and interest. 

The audio signal features of different music rhythms are 

quite different. Strengthening the recognition and 

extraction of music signal features can improve the 

pertinence of game algorithm design. The rhythm of 

music is an important element to describe the 

characteristics of the music. The rhythm and the speed 

of the music can express different aspects of the music, 

and the expression of the rhythm can be reflected by the 

repetition of different music beats. This paper studies the 

use of audio signals to detect beats, and improves the 

detection method based on source classification [27]. 

Constant Q Transform (CQT) is a common signal 

processing transformation method, which transforms 

data into the frequency domain, and its mathematical 

expression is shown in Equation (7) [16]. 

1

1

2 fkfk
     

In Equation (7), 𝛿fk represents the filter bandwidth; k 

denotes the number of filters; 𝜏 is the number of filters 

per octave. The frequency resolution of the CQT 

transform will change with the frequency change, and 

the positive correlation relationship can make the 

transformed signal more in line with the hearing 

characteristics [17]. Meanwhile, to avoid the 

interference of the directional heterogeneity of different 

spectrograms on the signal time domain, the harmonic 

component is separated from the impulse component, 

and the intermediate frequency filter is used to separate 

the signal. The spectral energy of the signal can be 

expressed as Equation (8). 

(6) 

(7) 
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In Equation (8), (AW) represents the frequency point; g 

represents a point in time; FW, T is the short-time Fourier 

transform of musical signal. Meanwhile, to ensure the 

integrity of the rhythm information of the audio segment, 

the music feature vector is represented, and the 

intermediate feature is used to detect the beat, that is, the 

chroma vector. Its mathematical expression is shown in 

Equation (9). 

,

k k

k
p fkch

f F

x H


   

In Equation (9), p represents the time parameter; H is the 

harmonic component. Then the graph matrix of each 

eigenvector is analyzed. Its determination principle is 

based on the maximum significance of the rhythm value 

in a certain frame. When the music rhythm value is high, 

the single constant Q cannot be determined to better 

know its segmentation, so it needs to use time bending 

to adjust. Then the corresponding global period can be 

obtained by iterating the corresponding chrominance 

feature and filter energy feature of the feature vector. In 

the case of obtaining the beat period, the beat point 

tracking is realized based on dynamic programming. 

This problem is transformed into several problems to 

solve, and the mathematical expression of correlation 

significance is shown in Equation (10). 

, ,( ) ( )b
l r j ab r jjs r f b r b    

In Equation (10), r^ƒl, r, r^ab,r represents the peak value 

of the feature sequence; bj is the time series of beats. 

Meanwhile, the distance function is used as the detection 

function of the beat point, and the weight of the distance 

function variable is controlled by means of parameters. 

To ensure the accuracy of rhythm detection when the 

rhythm changes, it is necessary to take the rhythm value 

into account in the distance of the beat point. The 

significance peak of the obtained rhythm value is formed 

into a curve, and the significance equation of the beat 

point is updated. 

When dynamic programming algorithm is used to 

analyze the beat point, it is necessary to design the 

optimal sequence of the target beat sequence which 

satisfies the minimum objective function. Then the 

recursive equation is established with the minimum cost 

of the beat points, and the last beat point is determined 

by the beat point set at the end of the music, and the best 

beat sequence is found back. Then the Hidden Markov 

Model (HMM) is used to estimate the speed of music 

signal. HMM model is a process of generating several 

observed values by hidden generating state sequence, 

which is a sequential probability transfer model [18]. 

Among them, Zeng M scholar also introduced HMM 

model to train and model gesture data when using virtual 

reality to build a piano performance teaching game 

platform. The results indicate that this method has good 

application performance [32]. The HMM model can be 

represented by Equation (11).  

1 2 3 1 1( , , ,... ) ( )t t t tP s s s s s P s s 
 

In Equation (11), st represents the time random 

sequence of random variables; t is the moment. The 

HMM model can be realized by the number of states in 

the model, the number of observed symbols, the initial 

state probability, the state transition probability matrix 

and the state observation matrix. The HMM model has 

double uncertainties, including Markov chains and 

random processes, so it can be abbreviated as Figure 5. 

Markov chain State sequence

Stochastic process

Observation value 

sequence

Output value

 

Figure 5. Uncertainty concept diagram of HMM model.

In Figure 5, the probability state of the model and the 

matrix elements at the initial moment, and the 

probability value of the model state at a certain moment 

to the next moment describe the Markov chain. Then the 

state observation matrix is used to describe the random 

process, and the output value is used to generate the 

observation sequence. For different problems of hidden 

Markov model, the corresponding algorithms are also 

different. For the evaluation problem, the forward and 

backward algorithm is needed. The decoding problem of 

the model needs to be solved by Viterbi algorithm [21]. 

The identification of music rhythm mainly needs to 

grasp the speed of music. That is, according to the 

hearing characteristics of the human ear, the music speed 

can be divided into fast, medium and slow speed. When 

selecting music characteristic parameters, the 

representative parameters, such as short-time average 

energy and short-time zero crossing rate, are analyzed. 

Figure 6 shows the short-time average energy diagram 

of different music speeds. 

(8) 

(9) 

(10) 

(11) 
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a) Fast music. b) Medium speed music. c) Slow music. 

Figure 6. Short-time average energy diagram of different music speeds. 

The energy characteristics of different music signals 

are quite different. To better identify the characteristic 

signals, ensure that the information content displayed is 

more comprehensive and accurate, and avoid the system 

caused by excessive data volume, it is necessary to carry 

out parameter dimension reduction processing. When 

dimensionality reduction of feature parameters is carried 

out, principal component analysis is used to reduce 

dimensionality, that is, the principal component 

eigenvector of corresponding data can be obtained after 

decomposition by covariance matrix. Then the 

standardized matrix is constructed to achieve 

dimensionality reduction, and the mathematical 

expression of its principal components is shown in 

Equation (12). 
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Figure 7. Matching flow chart of movement library and music 

rhythm style. 

In Equation (12), 𝑏𝑗
𝜎 represents the eigenvector of the 

eigenvalue; T represents a standardized matrix. The 

weights of different costs represent different 

contribution rates of variance. This method can reduce 

the dimensionality of the feature vector after music 

processing, that is, when the feature vector of music 

signal is imported into the original data matrix, the 

matrix is standardized and the related features are 

extracted. Then the principal component coefficient 

matrix and dimensionality reduction eigenvector are 

obtained. Figure 7 shows the flow chart of matching 

movement library with music rhythm style. 

After the music signal is preprocessed, the 

characteristic signal is extracted and dimensionality is 

reduced. According to the relationship between pitch 

period and period, short time energy and mean value, the 

rhythm is judged to be fast, medium and slow. And the 

corresponding music rhythm is imported into the 

movement library, then the music rhythm style can be 

recognized and matched. 

Research selects indicators such as accuracy, recall, 

and signal-to-noise ratio for evaluation index analysis. 

Recall rate refers to the proportion of actually positive 

samples that are correctly predicted as positive samples. 

It measures the model's ability to identify all positive 

samples, while accuracy refers to the proportion of 

correctly predicted samples to the total sample size. In 

music rhythm teaching, recall rate can be used to 

measure the algorithm's ability to recognize correct 

beats, ensuring that all correct beats are accurately 

detected. Accuracy can reflect the overall performance 

of the algorithm in all test samples, including a high 

ability to correctly identify beats and non-beats. 

Equation (13) is the mathematical expression of recall 

and accuracy indicators [8].  

( ) / ( )

/ ( )

P TP TN TP TN FP FN

R TP TP FN

    


   

In Equation (13), P represents accuracy, R represents 

recall, TP represents true examples, TN represents true 

counterexamples, FP represents false positive examples, 

and FN represents false counterexamples. Signal to noise 

ratio refers to the ratio of the power of a signal to the 

power of noise, which can measure the strength of useful 

information (signal) relative to background noise. The 

signal-to-noise ratio represents the algorithm's ability to 

reduce noise interference while preserving the rhythm 

features of music. Equation (14) is the mathematical 

expression of signal-to-noise ratio and accuracy index 

[2]. 

10log( / )SNR P N  

In Equation (14), P represents the peak power of the 

signal, and N represents the noise power. 

 

(12) 

(13) 

(14) 
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4. Improve the Application Effect Analysis of 

Video Game Algorithm in Music Rhythm 

Teaching 

Using fusion to improve the video game algorithm of 

DQN network learning can realize the application 

research in music rhythm teaching. The improved filter 

extracts and preserves key features from the music 

signal, reduces noise interference, and ensures 

information integrity. Afterwards, CQT converts the 

music signal into a representation in the frequency 

domain, and HMM performs temporal analysis on the 

music signal to identify and obtain rhythm features of the 

music. Extracting and reducing the dimensionality of 

music feature signals, and determining their rhythm as 

fast, medium, or slow based on the relationship between 

the fundamental period and period, short-term energy, 

and mean. Importing the corresponding music rhythm 

into the video game action library can achieve 

interaction and matching between music files and game 

content, thereby stimulating students' participation in hot 

situations and improving their learning enthusiasm. This 

method not only enhances the recognition and matching 

ability of music rhythm, but also effectively promotes 

the application and research of music rhythm teaching. 

Through the interaction in the game process, students are 

encouraged to participate and their learning enthusiasm 

is improved. This method can provide students with a 

more autonomous learning experience, and can also help 

students better understand the concept of music rhythm 

and improve the quality of music teaching. In the process 

of experiment, Python 3.6 language was used for 

programming design, and Ubuntu 16.04 and TensorFlow 

version 1.3 were designed. The deep learning algorithm 

toolkit version is Open AI and gym version is 0.8. The 

corresponding software environment is designed: CPU 

is Intel Corei7-7100, memory size is 16G, deep learning 

framework is TensorFlow, Keras. When conducting 

accuracy analysis of music features, the selected test 

dataset is the music theme dataset, which contains 

multiple files types and covers audio files of different 

music themes and styles [30]. The audio files include 

various music styles (such as classical, jazz, pop, rock, 

etc.,) and music clips played by different instruments. 

The file format is generally a common audio format and 

each audio file has one or more annotation files. The 

annotation files are usually stored in text format (such as 

Text, Comma Separated Values (CSV), etc.,) and 

contain rhythm information of the music clips, including 

beat position, duration, and intensity. This dataset 

contains multiple music styles and themes, ensuring the 

ability to test the algorithm’s generalization ability on 

different music genres. All files are standardized to 

ensure consistent audio quality and provide a unified 

annotation format for algorithm processing and analysis. 

All algorithms are analyzed using a unified dataset, 

which is processed and imported into the game scene. To 

further test the performance of the video game algorithm 

proposed in the study, the game environment was 

designed and the game image input in the experiment 

parameters was set to 80*80. The effect and performance 

of the improved DQN algorithm for data extraction are 

analyzed. Set the learning rate of the network and the 

maximum number of iteration steps to 0.001 and 800, 

respectively. The size of the input image directly affects 

the computational complexity and training time of the 

model. The 80×80 image size is a compromise between 

preserving sufficient information and reducing 

computational complexity. This image size can 

effectively preserve important features in the game 

environment, such as the position and motion direction 

of objects, while not losing key details due to its small 

size. Moreover, this image size has also been commonly 

used in previous research. 0.001, as a moderately low 

learning rate, usually provides a stable learning process, 

ensuring that the model has a sufficiently fast 

convergence speed while avoiding instability in the 

training process caused by a high learning rate. This 

value is commonly used as the default learning rate in 

deep learning. The maximum number of iteration steps 

of 800 can provide sufficient training time for the model 

to effectively learn and optimize strategies, while also 

considering experimental efficiency. The selection of 

these parameters was set as default parameters during the 

experimental process, based on a comprehensive 

consideration of past experience and experimental 

results. The result is shown in Figure 8. 
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a) Data error situation before DQN network improvement. b) Data error situation after DQN network improvement. 

Figure 8. Data extraction error effect before and after the improvement of DQN algorithm. 
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In Figure 8, the difference in data error results before 

and after the improvement of DQN algorithm is obvious. 

In Figure 8, the predicted error curve shown by the 

proposed algorithm in the process of data feature 

extraction has roughly the same trend as the actual error 

curve. It only has a 0.33% curve error fluctuation range 

with a small sample size, and its expected error range 

fluctuates at (-4,2). However, the improved DQN 

algorithm can improve the data extraction effect, and the 

difference between the measured value and the 

prediction is only 0.035%. And the error results are less 

disturbed by the change of sample size, which improves 

the performance of the algorithm to a certain extent. And 

the game algorithm was compared with Genetic 

Algorithm (GA) [1], Artificial Bee Colony (ABC) [23], 

and AFSA [25]. GA algorithm is an optimization 

algorithm based on natural selection and genetic 

mechanisms. It simulates the process of biological 

evolution, including operations such as selection, 

crossover, and mutation, to find the optimal solution. 

The ABC algorithm is an optimization algorithm that 

simulates the foraging behavior of bees. Bees work 

together to find the optimal solution while searching for 

food. AFSA algorithm is an optimization algorithm that 

simulates the foraging behavior of fish schools. Search 

for the optimal solution by simulating the foraging, 

gathering, and rear end behavior of fish schools. All 

three algorithms belong to swarm intelligence 

optimization algorithms, which rely on collaboration and 

information sharing among individuals to find the 

optimal solution. They all have global search capabilities 

and powerful optimization capabilities, and are suitable 

for various complex optimization problems. The goals in 

music rhythm teaching may include improving students' 

sense of rhythm, enhancing learning motivation and 

interest, etc., all of which are multi-objective 

optimization problems. GA, ABC, AFSA and other 

algorithms perform well in handling multi-objective 

optimization problems, and GA, ABC, AFSA algorithms 

can find solutions that are close to the optimal solution 

in a wide range of solution spaces, which is similar to 

DQN algorithm's need to explore and utilize strategies 

and paths in the state space in gaming environments. In 

music rhythm teaching, optimizing the effectiveness of 

gamified teaching and customizing personalized 

learning paths for students can also be seen as similar 

complex problems. Comparing the advantages and gaps 

between these algorithms and research methods can 

provide reference for improving music teaching to a 

certain extent. The results are shown in Figure 9.  

In Figure 9, the four algorithms mentioned above 

perform better in the game test, but there are still some 

gaps. For example, under the accuracy index, the 

improved DQN algorithm has the best performance, and 

the accuracy rate of the improved DQN algorithm is 

basically 90% or above. The relatively poor performance 

is GA algorithm. The accuracy of the improved DQN 

and AFSA algorithms can be maintained above 75%. 

The second is ABC algorithm, whose accuracy rate is 

more than 70%. But the fluctuation of curve change node 

is obvious. From the recall rate index, the improved 

DQN algorithm is also higher than that of AFSA, ABC 

and GA. The recall rate was able to stay above 82%. The 

worst performing algorithm is GA, which has a 

maximum difference of 12% between the improved 

DQN algorithm. The improved DQN algorithm has good 

accuracy, and its stability is good, and it can better cope 

with the change of the game scene. After that, the music 

rhythm evaluation results of the proposed game 

simulation algorithm were analyzed, and Figure 10 was 

obtained. 
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Figure 9. Accuracy and recall rate results of different algorithms. 

In Figure 10, the true value samples obtained by the 

improved DQN algorithm during music rhythm segment 

point recognition and music style recognition are 

significantly more than the detected value of the wrong 

sample, which is basically greater than 80; There were 

few false positive sample points, and the majority of true 

positive samples gathered. The improved DQN game 

algorithm can achieve better extraction of music rhythm, 

and its extraction accuracy exceeds 90%. There are few 

error detection and missing detection cases, and no 

obvious detection error cases. The performance of the 

improved DQN algorithm proposed in the research was 

evaluated in music games, and the results are shown in 

Figure 11. 
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a) Accuracy of music rhythm segment point recognition. b) Accuracy of music rhythm style recognition. 

Figure 10. Music rhythm, speed and style recognition of improved DQN algorithm. 

In Figure 10, the true value samples obtained by the 

improved DQN algorithm during music rhythm segment 

point recognition and music style recognition are 

significantly more than the detected value of the wrong 

sample, which is basically greater than 80; There were 

few false positive sample points, and the majority of true 

positive samples gathered. The improved DQN game 

algorithm can achieve better extraction of music rhythm, 

and its extraction accuracy exceeds 90%. There are few 

error detection and missing detection cases, and no 

obvious detection error cases. The performance of the 

improved DQN algorithm proposed in the research was 

evaluated in music games, and the results are shown in 

Figure 11. 
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a) ReLU function. b) Tanh function. c) Improved Activation function. 

Figure 11. Scores of game simulation algorithms under different activation functions. 

In Figure 11, the modified activation function used in 

the study showed a maximum game score of more than 

10 points. With the increase of the number of games, the 

overall score showed an obvious increasing trend, and 

the overall value was higher than the benchmark. 

However, the scores of ReLu function and Tanh function 

are lower, and the scores of the two functions are 

basically hovering below 5 points. The overall score 

curve fluctuated significantly, with an average score of 

3.6 and 2.7 points. Then, the improved filter is analyzed, 

and the results are shown in Figure 12. 
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Figure 12. Algorithm scores before and after filter improvement. 

In Figure 12, the algorithm after the filter 

improvement shows a significantly higher game score 

than the algorithm before the improvement. Moreover, 

the algorithm after dimensionality reduction has obvious 

effect on data processing, and the overall equilibrium 

state of the score curve is obvious. The score is basically 

in the range of (5~14), with the maximum score reaching 

13 points. Games without the improved algorithm have 

lower scores, and the value change shows a large 

difference with different play times. The overall 
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fluctuation is obvious, so the algorithm performance has 

a certain degree of instability. 

Then, the proposed game simulation algorithm is 

tested for music rhythm teaching, and its applicability 

and effectiveness are analyzed. The study selected 160 

students from three classes in the first year of junior high 

school as experimental subjects and invited them to 

participate in a music rhythm teaching experiment. The 

experimental subjects were randomly divided into a 

control group and an experimental group. The control 

group students will receive traditional music rhythm 

teaching, while the experimental group students will use 

a video game algorithm that integrates improved DQN 

network learning as an auxiliary tool to learn music 

rhythm on the basis of traditional teaching. The music 

classroom teaching content and frequency for the two 

groups of students are the same, with 2-3 sessions per 

week. Through the comparison and analysis of the 

learning performance and feedback data of the two 

groups of students, the application effect of video game 

algorithm integrating and improving DQN network 

learning in music rhythm teaching is explored. Figure 13 

shows the learning situation of music rhythm 

determination and the change of learning interest of the 

two groups of students. 
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a) Score for music rhythm recognition. b) Changes in learning interests. 

Figure 13. Music rhythm judgment and learning interest results of the two groups of students. 

In Figure 13, students in the experimental group using 

the game simulation algorithm scored higher than those 

in the control group in recognizing different segments of 

music rhythm, and there was a gap of at least 5 points 

between the experimental group and the control group. 

Meanwhile, the students in the experimental group 

showed more than 45% interest in learning under 

different duration of class, and there was no significant 

decline in interest in learning in the second half of class. 

It shows that this way of learning can better attract 

students' interest in learning. However, the students in 

the control group of traditional music teaching showed a 

recognition score of less than 15 points, and were more 

likely to suffer from learning weakness. Their highest 

interest in classroom learning was only 48%, and their 

lowest interest in classroom learning was 21%, and the 

gap between them and the experimental group became 

more prominent in the second half of the class. The 

improved DQN game algorithm shows good application 

effect in music rhythm teaching. The study analyzed the 

prosodic feature extraction effect of this algorithm for 

music signals, and the results were shown in Figure 14. 
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Figure 14. Analysis of the effect of different algorithms on prosodic feature extraction of music signals. 

In Figure 14, under different Signal-to-Noise Ratio 

(SNR), different algorithms have great differences in the 

accuracy of music signal feature extraction. But in 

general, the recognition rate from low to high is as 

follows: improved DQN>AFSA>ABC>GA. The 

proposed algorithm can recognize the prosodic features 

of music signals well, and its recognition accuracy is 

more than 70%. It is less affected by the size of the 

signal-to-noise ratio and shows better performance. 

Then the students’ learning results under the teaching 
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method of applying game music rhythm were given 

feedback. By selecting a certain music examination 

material, students' test results and test time are counted 

to better support their performance in music teaching. 

The music test results are mainly based on students' 

performance in specific music exam materials, including 

mastery level and music skills. The test indicators 

include style judgment, rhythm division, and simulated 

performance. Specifically, the style judgment indicator 

is used to evaluate students' understanding and 

recognition ability of different music styles. Different 

types of music (such as classical, jazz, pop, etc.) present 

different style characteristics and rhythm expressions, 

which can measure students' sense of music and music 

recognition ability. Rhythm division is a key ability in 

music learning, which is used to evaluate whether 

students can accurately identify and divide rhythm 

patterns in music segments, understand and annotate the 

beginning and end of different beats, which is crucial for 

understanding music structure. Simulated performance 

tests students' ability to apply and create music rhythm, 

which is a reflection of comprehensive music 

performance and can reflect whether they can flexibly 

apply the learned content. The above test indicators can 

evaluate students' understanding and application ability 

of music rhythm from different perspectives, reflecting 

the effectiveness of music teaching. The results are 

shown in Figure 15. 
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a) Time consumption under music classroom testing. b) Test scores under music classroom testing. 

Figure 15. Test time and test results under the music classroom test. 

In Figure 15, the experimental group of students using 

the improved DQN algorithm spent less time in the 

music rhythm recognition test, which was basically less 

than 10s; With the increase of the number of tests, the 

overall test time also showed a downward trend, and 

gradually tended to 4.3s in the late test period. In 

contrast, students in the control group spent a longer test 

time, reaching a maximum of 25s. The test results 

showed that the average scores of the students in the 

experimental group were 85 points, 90 points and 76 

points in the three indicators of style judgment, rhythm 

division and simulated performance, which were much 

higher than the 40 points, 63 points and 60 points of the 

control group. Therefore, with the help of the improved 

algorithm proposed in the research, the teaching effect of 

music rhythm teaching can be better improved, and 

students can better grasp the teaching content. 

5. Conclusions 

This paper proposes to realize music rhythm teaching 

with video game algorithm, and improves the original 

DQN network, that is, based on considering the 

characteristics of music teaching, the fusion algorithm is 

used for analysis. Through the application analysis of the 

algorithm, the difference range of the game algorithm 

designed in the research is only 0.035% when extracting 

data features, and the error results are less disturbed by 

the change of sample size. Its algorithm accuracy is 

basically 90% or above, higher than AFSA (75%) and 

ABC (70%). The recall rate is more than 82%, and the 

maximum difference between GA algorithm and GA 

algorithm is 12%. The extraction accuracy of the 

improved DQN algorithm is more than 90% in the 

recognition of rhythm segment and music style. Its 

overall performance of the game score is better, with 

higher performance. Meanwhile, the game simulation 

algorithm has a higher recognition score for different 

parts of music rhythm than the traditional teaching 

method (the difference is more than 5 points). Students 

showed more than 45% interest in learning. The students 

under traditional music teaching scored no more than 15 

points for rhythm recognition, and the maximum 

learning interest was only 48%. The improved algorithm 

can extract music signal features well, the recognition 

accuracy is more than 70%, and the influence of SNR is 

small. In addition, the time division of music rhythm 

recognition of students under this teaching method is 

basically less than 10s, and gradually tends to 4.3s in the 

later stage of the test. The average scores of the students 

in the three indexes of style judgment, rhythm division 

and simulated performance were 85, 90, and 76 points 

respectively, which were much higher than the 40, 63, 

and 60 points of the control group. The improved DQN 

algorithm proposed in the research can effectively 

realize the game simulation, and has a good recognition 

rate and applicability to music rhythm teaching. 

Strengthening the application effect of the game 
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simulation algorithm in different scenarios is the aspect 

that needs attention in future research. 
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