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Abstract: Brain tumors are widely recognized as one of the world's worst and most disabling diseases. Every year, thousands 

of people die as a result of brain tumors caused by the rapid growth of tumor cells. As a result, saving the lives of tens of 

thousands of people worldwide needs speedy investigation and automatic identification of brain tumors. In this paper, we 

propose a new methodology for detecting brain tumors. The designed framework assesses the application of cutting-edge YOLO 

models such as YOLOv3, YOLO v5n, YOLO v5s, YOLO v5m, YOLOv5l, YOLOv5x, and YOLOv7 with varying weights and data 

augmentation on a dataset of 7382 samples from three distinct MRI orientations, namely, axial, coronal, and sagittal. Several 

data augmentation techniques were also employed to minimize detector sensitivity while increasing detection accuracy. In 

addition, the Adam and Stochastic Gradient Descent (SGD) optimizers were compared. We aim to find the ideal network weight 

and MRI orientation for detecting brain cancers. The results show that with an IoU of 0.5, axial orientation had the highest 

detection accuracy with an average mAP of 97.33%. Furthermore, SGD surpasses Adam optimizer by more than 20% mAP. 

Also, it was found that YOLO 5n, YOLOv5s, YOLOv5x, and YOLOv3 surpass others by more than 95% mAP. Besides that, it 

was observed that the YOLOv5 and YOLOv3 models are more sensitive to data augmentation than the YOLOv7 model. 
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1. Introduction 

The human brain is the principal organ of the human 

nervous system and the command-and-control center 

for all activities necessary to maintain a healthy, normal 

life. The brain receives impulses or stimuli from the 

many sensory organs, analyzes them, and responds 

accordingly. As a result of unchecked cell division or 

mutations, abnormal clusters of brain cells are 

generated, eventually leading to the development of a 

brain tumor. Not only can these cells be harmful to 

healthy tissue, but they may also disrupt normal brain 

function [17, 22]. 

Vomiting, Headaches, cognitive difficulties, 

personality changes, vision and speech impairments, 

and nausea and vomiting are all common symptoms of 

brain tumors. When a brain tumor grows, it can affect a 

person's personality, their way of thinking, and their 

ability to do just about anything else. 

Brain tumors are classified into two types: those that 

are not cancerous and are known as benign and those 

that are cancerous (called malignant). Brain tumors 

considered benign grow slowly and are not malignant. 

This type of tumor is less dangerous since it cannot 

spread to other body parts. 

Malignant tumors, on the other hand, are cancerous 

growths that are distributed rapidly. Malignant tumors 

are more prevalent. Furthermore, carcinogenic tumors 

are classified into two types: primary malignant tumors 

that start in the brain and spread to other body regions, 

and secondary malignant tumors that develop in other 
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parts of the body and spread to the brain [4]. Primary 

malignant tumors are more likely to kill the patient. 

Gliomas, pituitary tumors, and meningiomas are the 

three most common forms of brain tumors diagnosed. A 

meningioma is a tumor that develops in the meninges, 

the thin membranes (or tissues) surrounding and 

protecting the brain and spinal cord. Gliomas begin in 

the brain's glial cells, where they also begin. Tumors of 

the pituitary gland can develop when cells in the 

pituitary gland, located close to the brain, grow 

uncontrollably. A brain tumor is one of the diseases that 

can take someone's life the most quickly. Despite the 

presence of brain tumors, prompt identification and 

treatment are necessary to save lives. Machine learning 

(ML) algorithms could automatically diagnose 

individuals with brain tumors and classify them into 

specific groupings to address this issue. However, 

because of the wide range of sizes, shapes, and 

intensities these tumors can take, classifying brain 

cancers into meningioma, pituitary, and glioma tumors 

is more challenging [11]. This is because these tumors 

can take any of these shapes. Furthermore, 

meningiomas, pituitary tumors, and gliomas account for 

the great majority of occurrences of brain cancer [37]. 

Furthermore, the great resolution of brain MRI 

allows for an in-depth analysis of the brain's anatomy. 

As a result, magnetic resonance imaging (MRI) images 

substantially impact the automatic interpretation of 

medical images [18, 21, 36, 49]. Researchers heavily 

rely on MRI technology when detecting and evaluating 

brain cancers. Researchers have recently created many 

new automated algorithms for detecting and classifying 

brain cancers in MRI data. Traditional machine learning 

algorithms, such as Multi-Layer Perceptron (MLP) and 

SVM classifiers, are extensively used for brain tumor 

identification [30]. Deep learning (DL) [1] is a subfield 

of machine learning that builds a feature hierarchy by 

using low-level features to build high-level features. 

Technological progress has enabled digital image 

processing to spread to fields including 

photogrammetry, remote sensing, and computer vision 

[8]. When an image is processed digitally, it undergoes 

a series of transformations that allow us to convert it to 

a digital format and extract valuable data. Computer 

vision applications of deep learning for digital image 

processing have expanded to include a wide range of 

tasks, from face recognition [2] to object detection and 

classification [3]. Remote sensing and photogrammetric 

images are ideal for using deep learning-based object 

detection techniques. Deep learning approaches to 

object detection can perform better with larger datasets 

and more robust models. Significant advances in object 

detection have been made thanks to R-CNNs and other 

region-based approaches [10]. Two main types of two-

stage convolutional neural networks are used for object 

identification, and they are the single-stage networks. 

There are a few different types of two-stage CNNs, 

including R-CNN [14], Faster R-CNN [34], and R-FCN 

[12]. Two-stage methods are less efficient than one-

stage methods, although they yield results eventually. 

One example of a single-stage strategy employed in the 

research is the "You Only Look Once" (YOLO) 

methodology. To locate objects with distinct bounding 

boxes in space, YOLO frames the task as a regression 

problem. How YOLO approaches the problem allows it 

to yield results faster than competing two-stage item 

identification algorithms [38]. 

DWI is an essential technique for diagnosing these 

malignant growths because it may show how brain 

tumors interfere with the normal free diffusion of water 

inside tissues [45]. DWI can reveal how brain tumors 

obstruct the usual free diffusion of water within tissues. 

Because of the numerous features that can be 

extracted from MRI images, these images are a true 

goldmine of information that can be utilized to classify 

tumors. Learning how to describe data opens the stage 

for DL to eventually apply that knowledge to form 

inferences and carry out actions. 

DL methods are used to classify diagnostic imaging 

studies. However, DL-based approaches are useful in 

various domains and specialties [5]. A large amount of 

training data is required for DL algorithms to perform 

successfully. In recent years, there has been an increase 

in the acceptability of DL techniques in general and the 

prominence of the CNN model in particular. 

Some potentially fatal diseases have been difficult to 

diagnose, but recent advances in Computer-Aided 

Diagnosis (CAD) have eliminated that problem for 

many people CAD. This technology makes rapid and 

accurate identification by medical equipment possible, 

allowing doctors to extend a patient's life or improve 

their quality of life [9]. 

Further, potent new tools called Deep Convolutional 

Neural Networks (DCNN) were produced by fusing ML 

and CV. State-of-the-art models like Deep 

Convolutional Neural Networks (DCNNs) have 

successfully challenged CAD issues like recognition, 

classification, segmentation, and detection [29]. Figure 

1 shows the process of detecting brain tumors using 

deep learning methods. 

However, DCNNs form the basis of most existing 

CAD systems for identifying and detecting brain 

cancers. Unfortunately, these systems are not very 

powerful and perform poorly across most platforms 

[16]. Lighter classification models are not as effective 

for most DCNNs because they cannot pinpoint the 

tumor's location. The processing costs of a segmentation 

model, which uses a mask to detect the damaged area 

and identify the tumor, are greater. However, most 

existing CAD systems for identifying and locating brain 

and breast cancers rely on deep convolutional neural 

networks. However, these systems typically perform 

poorly across platforms and require a lot of computing 

power. Most DCNNs are restricted by the inability of 

lightweight classification models to pinpoint the precise 

site of the tumor [23]. Comparatively, a segmentation 
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model can utilize a mask to detect the damaged area and 

identify the tumor, but this model has greater processing 

costs [28]. 

The key contributions are as follows: 

1. Several modern and ancient detection models exist.  

In this paper, we propose a new methodology for 

comparing and evaluating the effectiveness of the most 

recent models of early brain cancer detection, such as 

YOLOv3, YOLOv5, and YOLOv7. The objective is to 

highlight the most effective models that can be used to 

identify various illnesses in the future. 

2. Data quality is critical when utilizing supervised 

learning because of the scarcity of labeled datasets. 

We apply a mixture of data augmentation techniques to 

expand the number of dataset components, lower the 

sensitivity of detection models, and improve their 

performance in the early detection of brain cancer 

utilizing other datasets.  

3. Brain cancer may be diagnosed utilizing images with 

three distinct axes such as sagittal, coronal, and axial. 

As a result, in this study, we use three datasets that 

describe all distinct axes. Also, to emphasize the image 

dimensions with the best discriminatory strength of 

contemporary detection algorithms. 

4. To our knowledge, the YOLOv7 model is the most 

recent detection model. As a result, we explain the 

utilization of the most well-known optimizers, such 

as Adam and Stochastic Gradient Descent (SGD), in 

terms of performance and detection speed rate based 

on a set of loss functions and evaluation metrics. 

The rest of the paper is structured as follows: section 2 

shows the state-of-the-art related works. Section 3 

illustrates the proposed methodology for brain tumor 

detection, dataset description and analysis, and 

employed detection models. Section 4 shows the 

evaluation metrics. Section 5 discusses the experimental 

results. Finally, the conclusion and future directions are 

shown in section 6. 

 

 

 
Figure 1. Brain tumor detection process using deep learning approaches.

2. Related Works 

Detecting different objects in indoor, outdoor, and 

medical images is difficult since objects can be visible 

in low light. As a result, the pixel colors of the 

photographs are more closely associated with dark hues, 

notably black. For many years, prior contributions have 

used various ways to improve the detection process of 

medical diseases. However, a new version of the You 

Only Look Once (YOLO) algorithm that builds deep 

learning algorithms for object recognition and detection 

was presented in 2020. YOLOv5 shows better detection 

accuracy and performance compared to previous 

versions. In [41], a novel framework for detecting 

interior occupancy objects has been suggested. Using 

the anchor-free approach for parameter decrease and 

VariFocal loss for data balancing, the designed 

framework optimizes the utilization of YOLOv5. 

Furthermore, a newly constructed dataset with 

11,367 samples partitioned into training, testing, and 

validation sets was presented. In addition, a well-known 

dataset, Pascal-VOC2012, was used in the experiment. 

Also, the YOLOv5 improvement includes decoupling 

the head's layer to improve detection accuracy and 

performance. However, utilizing a resolution of 640 by 

640 pixels. The proposed framework's findings were 

compared to eleven earlier models that used YOLO in 

various versions. The results of the tests reveal that the 

model can obtain an average accuracy of 93.9 at an 

Intersection Over Union (IOU) of 0.9. In the study in 

[28], a real-time experiment was conducted to identify 

indoor and outdoor objects by building an engineering 

system that utilizes camera sensors such as OS1-64 and 

OS0-128 that apply to the Lidar device. However, the 

primary contribution is ended by employing full 360-

degree images with a resolution of 2048x128. The 

developed system compares the performance of 

FasterR-CNN, MaskRCNN, YOLOx, and YOLOv5. 

Sensor images define four interior and outdoor target 

classes: a person, a bike, a chair, and a car. The findings 

demonstrate that YOLOx outperforms others, 

successfully detecting over 80% of the interior and 
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outdoor objects with a precision of 100% and a recall of 

95.3%. They also stated that YOLOx outperforms 

YOLOv5 regarding detection performance and speed. 

Other research evaluated the evolution and 

improvement of various YOLO algorithm variants 

throughout time. In [19] a new framework was proposed 

to compare the efficiency of YOLOv3 with YOLOv5. 

The framework is intended to detect Apple items. 

However, a collection of 878 images with varying 

image resolutions describing a near and distant view at 

apples was employed. The testing results show that 

YOLOv5 surpasses YOLOv3 in recall, with 97.8%, 

compared to other models such as Faster-RCNN (81.4% 

recall) and DaSNet-v2 (86.8%). YOLOv5 generates 

better outcomes in terms of precision, recall, and F-

measure. In [27] a methodology for detecting landing 

locations for autonomous flying systems was proposed. 

The developed frame analyzes the usage of several 

YOLO versions, such as YOLOv3, YOLOv4, and 

YOLOv5, to identify landing sweet spots to decrease 

flight system failure and boost safety. However, a 

collection of 11268 satellite images, called the DOTA, 

with up to 20,000x20,000 image resolution and 15 

labels, was employed. The findings demonstrate that 

YOLOv5 with large network weights outperforms 

others, with a precision of 70%, recall of 61%, and mean 

average precision of 63%. Furthermore, YOLOv4 

exceeds YOLOv3 with a recall of 57% and a mean 

average accuracy of 60%. 

The detection of indoor and outdoor objects is 

helping to track down pandemic infections such as 

coronavirus. However, numerous research employed 

YOLO to recognize face masks. In [40] a real-time 

monitoring system that identifies face masks for the 

COVID-19 pandemic was proposed using YOLOv5. 

Closed-circuit television footage is supplied into the 

established framework. However, a dataset of 3,846 

images with masked and unmasked labels was created. 

Several approaches were used to supplement the data, 

including Gaussian and motion blur. In addition, 

stacked ResNet-50, which incorporates transfer 

learning, was deployed. With a testing accuracy of 87% 

and a precision of 71%, stacked ResNet-50 surpasses 

other comparable models such as ResNet-50 and 

Convolutional Neural Network. In [47] a new face 

detection method based on YOLOv5 has been 

developed. ShuffleCANet is used as a new backbone 

YOLO layer in the designed system. 

Furthermore, the AIZOO dataset was employed, 

which contains 7959 images of a face and a masked 

face. For image splicing and arrangement, the mosaic 

approach was used. Additionally, images were 

processed and scaled to 640 × 640. With a mean average 

accuracy of 95.2%, the proposed framework with 

YOLOv5 surpasses existing models such as YOLOv3. 

Furthermore, the proposed methodology with modified 

ShuffleCANet exceeds the original YOLOv5 findings 

by 0.58% in precision. 

Other studies used YOLOv5 for indoor and outdoor 

fire and smoke detection. In [50], swin-YOLOv5, a new 

framework that improves on the original YOLOv5 

architecture by improving feature extraction, was 

proposed. The developed framework can acceptably 

detect fire and smoke. Swin-fundamental YOLOv5's 

concept is to use a transformer across three headers. 

However, a dataset of 16,503 images of two target 

classes was employed for comparison. In addition, 

seven hyperparameters were fine-tuned. According to 

the data, swin-YOLOv5 outperforms the original by 

0.7% mean average precision enhancement at 0.5 and 

4.5% mean average precision enhancement at 0.5 to 

0.95. In [43] an enhanced version of YOLOv5 was 

developed, incorporating dynamic anchor learning 

through the K-means++ algorithm. The approach 

developed seeks to limit fire damage by improving 

detection speed and performance. Furthermore, several 

loss functions such as CIOU and GIOU were applied to 

three distinct YOLOv5 models: YOLOv5 small, 

YOLOv5 medium, and YOLOv5 large. However, a self-

created dataset of 4815 images was exposed to a 

synthetic system to increase the data size to 20,000. 

According to the findings, the modified model 

outperforms the original YOLOv5 by 4.4% mean 

average precision. It was also discovered that YOLOv5 

performs better using the CIoU loss function, with a 

recall of 78% and a mean average precision of 87%. 

Since the launch of YOLOv5 with many models, 

several studies have employed the YOLO algorithm to 

improve Internet of Things (IoT) technology. In [6], 

YOLOv5 was used to create a new framework to 

improve IoT devices with limited memory and 

computing power. The YOLOv4 model was also 

utilized to compare experiment findings. However, two 

separate datasets, including automobile license plates, 

were integrated into a single dataset to boost data size. 

The data set includes 5991 distinct 640x640-pixel 

images. Transfer learning was used to build the model 

using YOLOv5 with a tiny weight network and the 

Microsoft COCO dataset. Furthermore, Long Short-

Term Memory (LSTM) based on the OCR engine was 

applied for automobile plate identification. The findings 

demonstrate that YOLOv5s outperform YOLOv4 with 

an mAP of 87% across 100 epochs. 

In the context of medical data, YOLOv5 has shown 

an improvement in diagnosing cancer status. The study 

in [25] proposed a new methodology to improve the use 

of YOLOv5 for breast cancer detection. The intended 

work is assessed using four YOLOv5 weight models: 

YOLOv5 small, YOLOv5 medium, YOLOv5 large, and 

YOLOv5 x-large. However, the CBIS-DDSM dataset, 

which contains 10239 distinct 1000 x2000 pixel images, 

was employed. It specifies if the breast cancer is benign 

or malignant. The testing findings demonstrate that 

modified YOLOv5x outperforms the small, medium, 

and large weights, with a Matthews Correlation 

Coefficient (MCC) value of 93.6%. In addition, the 
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proposed improved version of YOLOv5m was 

compared to other models such as YOLOv3 and faster 

RCNN. It was discovered that modified YOLOv5m 

outperforms YOLOv3 and faster RCNN with an 

accuracy of 96.5% and mAP of 96%. In [26] a 

framework for detecting brain tumors via transfer 

learning is being developed. The proposed methodology 

employs the tiny YOLOv4 model for training and the 

YOLOv3 detection unit. However, the model was 

trained on the Microsoft Common Objects in Context 

(COCO) dataset with another gathered dataset that 

depicts 3064 magnetic resonance images with different 

regions for cancer tumors of 512x512 resolution, such 

as coronal, axial, and sagittal, using transfer learning. 

With a mean average precision of 0.9314, the findings 

show that the fine-tuned small YOLOv4 model with 

transfer learning surpasses others. The study in [35] 

used five distinct YOLOv5 models with transfer 

learning for identifying malignant brain tumors, 

including nano, small, medium, large, and x-large 

models. The proposed framework uses the Brats 2021 

dataset, which contains 2,000 instances with 8000 scans 

at 240x240 resolution and three distinct kinds and 

locations, namely, T1, T2, and Flair. In addition, the 

Microsoft COCO dataset was utilized to train the model 

using transfer learning. With a mean average precision 

of 0.912, the findings demonstrate that the YOLOv5 x-

large model outperforms the others. In this paper, we 

propose a new framework for detecting brain tumors 

using the three distinct YOLO models such as YOLOv3, 

YOLOv5, and YOLOv7 with different data 

augmentation techniques. Table 1 summarizes the state-

of-the-art related works. 
 

Table 1. Summary of the state-of-art research. 

Paper Dataset Task YOLO version Findings 

[41] 
Newly constructed dataset with 11,367 samples and 

Pascal-VOC2012 with 640 x 640. 

Indoor object 

detection. 
YOLOv5 

The best average accuracy of 93.9 at an intersection over union of 

0.9. 

[46] 
Full 360-degree images with a resolution of 2048 x 12 

were 8 collected by Lidar sensors. 

Indoor and outdoor 

objects detection. 
YOLOx and YOLOv5 

YOLOx outperforms others with a precision of 100% and a recall 

of 95.3%. 

[19] 
Apple dataset with 878 images of different 

resolutions. 
Detecting apple fruit. 

YOLOv3 and 

YOLOv5 
YOLOv5 outperforms YOLOv3 with a recall of 97.8%. 

[27] 
DOTA dataset with 11268 satellite images of 20,000 x 

20,000 resolution and 15 target classes. 

Detecting landing 

sweet spots. 

YOLOv3, YOLOv4, 

and YOLOv5 

YOLOv5 shows better results improvement with a precision of 

70% and recall of 61%. 

[40] 
A dataset of 3,846 images of face masks was collected 

by CCTVs. 
Detecting face masks. YOLOv5 

Stacked ResNet-50 outperforms others with a testing accuracy of 

87% and a precision of 71%. 

[47] 
AIZOO dataset for face mask detection with 7959 

images of 640 x 640. 
Detecting face masks. 

YOLOv3, and 

YOLOv5 

ShuffleCANet as the backbone layer outperforms others with a 

mean average accuracy of 95.2%. 

[50] Dataset of 16,503 images of two target classes. 
Fire and smoke 

detection. 
YOLOv5 

Swin-YOLOv5 outperforms others with an mAP of 0.7 

improvements at an IOU of 0.5. 

[43] Self-build dataset of 4815 images of fires and smoke. Fire detection. YOLOv5 
The improved model of YOLOv5 using K-means++ outperforms 

others by 4.4% mAP. 

[6] 
Google images, Microsoft COCO, and Indian number 

plates dataset 

Automobile plate 

detection. 

YOLOv4 and 

YOLOv5 
YOLOv5s outperforms others with an mAP of 87%. 

[25] 
The CBIS-DDSM dataset with 10239 distinct 1000 x 

2000 pixel images of breast cancer. 

Breast cancer 

detection. 

YOLOv5 and 

YOLOv3 

YOLOv5x outperforms other models with an MCC of 93.6%. 

Also, it outperforms YOLOv3 with an accuracy of 96.5% and an 

mAP of 96%. 

[26] 
Microsoft COCO dataset and a collected dataset of 

3064 brain cancer MRI images of 512 x 512. 
Brain tumor detection. 

Tiny YOLOv4 and 

YOLOv3 

Tiny YOLOv4 with transfer learning shows the best results with 

an mAP of 93.14%.  

[35]  
Microsoft COCO and the Brats 2021 datasets with 

240 x 240 brain cancer MRI images. 
Brain tumor detection. YOLOv5 

YOLOv5 x-large model shows the best results with an mAP of 

91.2%. 

3. Proposed Methodology for Brain Tumor 

Detection 

This section demonstrates the proposed framework for 

detecting brain tumors using various YOLO models 

such as YOLOv3, YOLOv7, and YOLOv5 with 

different weights and data augmentation. The detection 

process of various brain tumors of variable sizes and 

dimensions may be evaluated using various metrics 

regarding accuracy and loss functions. However, the 

weight and size of the neural networks have a significant 

influence on detection accuracy and speed, particularly 

in the situation of low-light magnetic resonance images. 

In this paper, we propose a novel framework for 

evaluating the usage of several YOLO models in order 

to find the optimal model for brain tumor detection, as 

shown in Figure 2. The proposed methodology contrasts 

traditional YOLO models such as YOLOv3 with 

cutting-edge models such as YOLOv7 and YOLOv5. 

We also test the YOLOv5 model with various network 

sizes, including nano, small, medium, large, and x-large 

networks. Data augmentation, on the other hand, 

improves the model's effectiveness by increasing the 

number of training samples. However, we apply several 

data augmentation techniques for improvement, such as 

image and bounding box flipping horizontally and 

vertically, which minimizes model sensitivity to varied 

orientations. 
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Figure 2. An Overview of the proposed framework for brain tumors detection. 

Furthermore, it employs three distinct MRI imaging 

positions for brain tumors: axial, coronal, and sagittal. 

Our objective is to find the ideal posture for detecting 

cancer tumors. We maintain 20% of each dataset for 

model testing while evaluating multiple models. In 

addition, we compute several evaluation metrics for 

model comparisons, such as precision, recall, mean 

average precision, intersection over union, and three 

loss functions. Also, we compare different YOLO 

models with prior models, such as the faster region-

based convolutional neural networks for object 

detection. 

3.1. Dataset Collection and Image Processing 

Magnetic Resonance Imaging (MRI) is a powerful diagnostic 

tool widely employed in medical imaging, capable of 

capturing detailed images of the body's internal structures 

from various orientations. The three primary orientations 

utilized in MRI are axial, coronal, and sagittal, each providing 

a unique perspective that enables healthcare professionals to 

comprehensively evaluate and diagnose a range of conditions, 

including brain tumors. 

The axial orientation offers cross-sectional views 

perpendicular to the body's long axis, spanning from the 

top of the head to the bottom. These axial MRI images 

are invaluable for visualizing intricate details of the 

brain, spinal cord, and abdominal organs. Conversely, 

the coronal orientation presents a frontal view of the 

body, with the imaging plane perpendicular to the axial 

plane. Coronal MRI scans facilitate thorough 

assessments of the brain, eyes, facial structures, spinal 

cord, and abdominal organs. 

Furthermore, the sagittal orientation provides a side 

view of the body, with the imaging plane parallel to its 

long axis. Sagittal MRI images are instrumental in 

examining the brain, spinal cord, pelvic region, and 

evaluating the integrity of various muscles and tendons. 

By incorporating these diverse MRI orientations into 

their study, researchers can comprehensively evaluate 

the performance of the YOLO models in detecting brain 

tumors from multiple vantage points, potentially 

enhancing the overall accuracy and robustness of the 

detection system. 

In this work, we use an amassed dataset initially 

developed to identify malignancies in the brain using a 

variety of MRI orientations. The dataset is available 

online via the Kaggle repository at 

https://www.kaggle.com/datasets/davidbroberts/brain-

tumor-object-detection-datasets. However, as shown in 

Figure 3, the dataset consists of three unique datasets 

representing three possible brain tumor orientations, 

namely axial, coronal, and sagittal, with two labels, 

tumor and non-tumor. It also includes 1218 images of 

varying resolutions. All Exchangeable Image File 

Format )EXIF( rotations were ignored during data 

preparation, and pixels were normalized. All images 

were also resized to 416×416. However, data analysis 

reveals that the axial dataset has 18 missing labels, and 

the coronal dataset contains one missing label. 

RoboFlow, an online platform, was used to manage 

missing classes and ground truth bounding boxes.  

 
        a) Axial.                     b) Sagittal.                        c) Coronal. 

Figure 3. Illustrates a sample of different brain cancer MRI 

orientations and datasets labels. 

On the other hand, data augmentation approaches 

were used to reduce the models' sensitivity to different 

orientations. We flip images and employ bounding 

boxes in horizontal and vertical directions to increase 

the number of data samples. The description and labels 

for the dataset are shown in Table 2. However, we 

maintain 20% of each dataset for testing for alternative 

https://www.kaggle.com/datasets/davidbroberts/brain-tumor-object-detection-datasets
https://www.kaggle.com/datasets/davidbroberts/brain-tumor-object-detection-datasets
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model comparisons by applying data augmentation 

techniques. The images were boosted three times more 

with 7382 training and testing samples. Table 3 shows 

the distribution of datasets following data augmentation. 

Table 2. Datasets distribution following data augmentation. 

Datasets labels Axial Sagittal Coronal Total 

Tumor 1754 1023 1275 4052 

Not tumor 1210 983 1137 3330 

Total images 

Total annotations 

Average image size 

Median image ratio 

2964 

3141 

0.17 megapixel 
416 x 416 

2006 

2154 

0.17 megapixel 
416 x 416 

2412 

2566 

0.17 megapixel 
416 x 416 

7382 

7861 

---- 
---- 

Table 3. Dataset description and analysis following data-

augmentation. 

Evaluation sets Axial Sagittal Coronal Total 

Training set (80%) 2721 1844 2215 6780 

Testing set (20%) 243 162 197 602 

Total 2964 2006 2412 7382 

3.2. YOLOv5 Model 

YOLOv5 [39, 48] was originally launched in May 2020. 

An object detection algorithm finds objects by looking 

at images all at once. The backbone, neck, and head 

layers are represented in Figure 4. All the layers are 

completely conventional networks. To begin, the 

backbone layer is utilized to extract significant and 

discriminative information from incoming images. In 

this YOLO version, the cross-stage partial network 

CSPNet is employed as the basic learner in the 

backbone layer to extract features. Second, the neck 

layer is utilized for feature pyramid creation, which aids 

in detecting the same objects with varying sizes and 

placements. YOLOv5, on the other hand, generates a 

features pyramid using the path aggregation network 

(PANet). Finally, the head layer, the YOLO layer, is 

employed for object recognition and prediction. It 

creates a vector containing the target class probability 

and bounding boxes. However, bounding boxes define 

object coordination regarding x and y cross points, 

height, and width. This layer generates many bounding 

boxes to improve detection accuracy and performance 

by computing the area of overlapping boxes. 

Intersection over Union (IoU) may, on the other hand, 

be computed to identify the best bounding overlapping 

boxes [31]. In this paper, we choose YOLOv5 because 

of its speed, performance, and accuracy. However, the 

critical differences between YOLOv5 and the prior 

versions are as follows: 

1. It employs CSPDarknet53 at the backbone layer.  

2. It employs the PANet in the neck layer.  

3. It employs logistic and binary cross-loss functions. 

4. It recognizes near and remote objects in the same 

input image. 

 

Figure 4. Illustration of YOLOv5 architecture. 

3.3. YOLOv3 Model 

In 2018, Redmon and Farhadi [32] came up with the 

idea for a new YOLO version, which they called 

YOLOv3 The revised version has an inference time of 

22 milliseconds (ms) and a mean average precision of 

28.2%. It does this by applying dimension clusters to the 

problem of predicting ground truth bounding boxes for 

anchor boxes. However, due to softmax's (the network 

classification layer's) poor performance, YOLOv3 uses 

the logistic regression function to minimize the 

confidence score. The confidence score is the 

probability of a certain item in a particular grid cell. 

Compared to YOLOv5, it employs the darknet-53 as the 

backbone layer, adding a more convolutional layer. In 

the neck layer, YOLOv5 extracts features using the path 

aggregation network. In light of the results, Redmon 

stated that the YOLOv3 detection model is faster and 

more accurate than other detection models, such as the 

YOLOv2 and Single-Shot Detector models (SSD). The 

architecture of the YOLOv3 network is shown in Figure 

5. In modern times, YOLOv3 continues to be an 

effective detection model in various contexts. YOLOv3 

was used by Magnuska et al. [24] to detect breast cancer 

tumors. According to the findings, the performance of 

YOLOv3 is superior to that of Viola-Jones in terms of 

the intersection over union measure. In addition, various 

variants, such as tiny-YOLOv3, were derived from 

YOLOv3 and used as the basis for their creation. In their 

experimental investigation, Zhang et al. [51] advocated 

using a K-means cluster as a technique for enhancing 

tiny YOLOv3 in order to raise the accuracy of 

pedestrian identification. 
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Figure 5. Illustration of YOLOv3 Architecture. 

3.4. YOLOv7 Model 

A new version of YOLO, known as YOLOv7, was 

developed by Wang et al. [42] in July 2022. Compared 

to its predecessors, the YOLOv7 model is quicker and 

more precise. In terms of real-time object identification 

with a mean average precision that ranges from 51.4% 

to 56.8%. However, the architecture of YOLOv7 is 

inspired by the original YOLOv4 and scaled versions of 

that design. The YOLOv7 architect is shown in Figure 

6. In addition, the new Extended Efficient Layer 

Aggregation Network (E-ELAN) is used as the 

backbone layer of the system. The E-ELAN was 

developed to provide a detection system that is both 

more accurate and faster. However, in contrast to earlier 

networks, such as the first iteration of the ELAN and 

CSPVoVNet, the E-ELAN adds three extra components 

to the training layer. These components are known as 

shuffle, merge, and expand, respectively. One of the 

fundamental tenets of YOLOv7 is to enhance detection 

accuracy and performance while simultaneously 

decreasing the number of parameters and the amount of 

processing required. 

On the other hand, YOLOv7 employs not one but two 

head layers, namely the lead head and the auxiliary 

head, for the detection layer. These two layers interact 

with one another to provide a more accurate 

representation of the correlation and distribution of the 

data. On the other hand, the authors' experimental 

findings demonstrate that YOLOv7 performs better than 

other models such as tiny YOLOv4, YOLOv4, and 

YOLOR. In modern times, YOLOv7 is beneficial in 

diagnosing several medical conditions. In the 

experimental investigation that Bayram et al. 

[7] conducted on diagnosing kidney disorders, the 

authors found that YOLOv7 has the highest mean 

average accuracy of 85% at IoU of 50%. 

 
Figure 6. Illustration of YOLOv7 architecture.

4. Evaluation Metrics 

We employ three evaluation metrics for the YOLO 

models: precision, recall, and mean Average Precision 

(mAP). We aim to determine the ideal YOLO network 

size and weight with the highest accuracy. The mAP 

metric, on the other hand, analyzes the effectiveness of 

object detection by calculating the mean of the average 

precision of the entire data class concerning the 

Intersection over Union (IoU) value [15]. The mAP 

value is derived from the confusion matrix, IoU, 

precision, and recall. Based on the ground truth 

bounding box, the confusion matrix summarizes the 

classification and detection outcomes regarding 

correctly and erroneously categorized objects. Precision 

is the proportion of correct predictions (True positive) 

relative to the total number of correct samples (True 

positive +false positive). The recall metric quantifies the 

proportion of accurate predictions (True positives) 

relative to the total number of relevant samples across 

all labels. A confusion matrix has four main qualities 

that may be used to construct alternative assessment 

metrics: 

 True Positive (TP): indicates the number of brain 

tumors appropriately diagnosed. 

 True Negative (TN): number of accurately identified 

non-tumors. 
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 False Positive (FP): the number of misclassified non-

tumors that are tumors. 

 False Negative (FN): the number of tumors 

misclassified as non-tumors. 
 

The following metrics were computed and derived based on 

the confusion matrix: 

𝑀𝑒𝑎𝑛 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑚𝐴𝑃) =
1

𝑛
∑ 𝐴𝑣𝑒𝑟𝑒𝑎𝑔𝑒 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠 𝑘𝑘=𝑛

𝑘=1  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
  

𝐼𝑛𝑡𝑒𝑟𝑠𝑒𝑐𝑡𝑖𝑜𝑛 𝑜𝑣𝑒𝑟 𝑢𝑛𝑖𝑜𝑛 (𝐼𝑜𝑈) =
𝑂𝑣𝑒𝑟𝑙𝑎𝑝𝑒𝑑 𝑎𝑟𝑒𝑎 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑎𝑛𝑑 𝑔𝑟𝑜𝑢𝑛𝑑 𝑡𝑟𝑢𝑡ℎ 𝑏𝑜𝑥𝑒𝑠

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑢𝑛𝑖𝑜𝑛
    

We also employ three loss functions for minimization 

and evaluation, including the bounding box regression 

score (loss), which may be used to assess non-

overlapping bounding boxes [20]. The class probability 

score may be used to determine how well a bounding box 

matches the class of an item [33]. The objectness score 

(confidence score/GIoU) may be used to assess the 

likelihood of a certain object being in a grid cell [44]. 

𝑂𝑏𝑗𝑒𝑐𝑡𝑛𝑒𝑠𝑠 𝑠𝑐𝑜𝑟𝑒 (𝑐𝑜𝑛𝑓𝑖𝑑𝑒𝑛𝑐𝑒) =

𝑃𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑜𝑏𝑗𝑒𝑐𝑡) ∗ 𝐼𝑜𝑈𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑
𝑇𝑟𝑢𝑡ℎ ) 

𝐵𝑜𝑢𝑛𝑑𝑖𝑛𝑔 𝑏𝑜𝑥 𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛 𝑙𝑜𝑠𝑠 =

𝑀𝑒𝑎𝑛 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑒𝑟𝑟𝑜𝑟 (𝑥𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑, 𝑥𝑡𝑟𝑢𝑡ℎ)     

𝐶𝑙𝑎𝑠𝑠 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑠𝑐𝑜𝑟𝑒 = 𝑃𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑐𝑙𝑎𝑠𝑠𝑖|𝑜𝑏𝑗𝑒𝑐𝑡)   

Where: 

𝑃𝑟𝑜𝑝𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑜𝑏𝑗𝑒𝑐𝑡) = {
       1,   𝑇ℎ𝑒𝑟𝑒  𝑖𝑠 𝑛𝑜 𝑜𝑏𝑗𝑒𝑐𝑡

0,   𝑇ℎ𝑒𝑟𝑒 𝑖𝑠 𝑜𝑏𝑗𝑒𝑐𝑡
 

𝑃𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦(𝑐𝑙𝑎𝑠𝑠𝑖) =
𝑇ℎ𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑜𝑓 𝑜𝑏𝑗𝑒𝑐𝑡 𝑡ℎ𝑎𝑡 𝑏𝑒𝑙𝑜𝑛𝑔 𝑡𝑜 𝑐𝑙𝑎𝑠𝑠𝑖 

5. Experimental Results and Discussion 

In cancer detection, supervised learning and detection 

models are used. The type and quality of data are 

thought to have the most significant influence on 

detecting operations. However, detection models need 

labeled datasets, which are costly and necessitate expert 

identification of illnesses to minimize confusion with 

symptoms or other conditions. As a result, we employ a 

variety of data augmentation approaches to boost the 

number of training components to get reliable detection 

results. On the other hand, brain tumor detection 

procedures have a specific and unique instance in which 

brain cancers may be discovered using a collection of 

magnetic resonance images of varying dimensions. 

Therefore, detecting tumors alone is not considered 

sufficient; instead, it is necessary to concentrate and 

conduct research on the side of the images with the 

highest discriminatory power of the automated 

detection compilations, highlighting their advantages 

and limitations while considering medical 

considerations. 

This section shows the experimental findings of 

comparing several YOLO models for identifying brain 

cancers. Our objective is to find the optimum YOLO 

model and MRI orientation for tumor detection in terms 

of accuracy and performance. However, image 

processing and classification are known to have high 

equipment requirements, such as large amounts of RAM 

and a powerful GPU. The experiment setup and device 

qualification are shown in Table 4. 

Table 4. Experiment setup and simulation device qualifications. 

Device Specification Description 

Processor Intel(R) Core i7 10𝑡ℎ generation. 

RAM 8 Gigabits. 

Operating system Windows x64 

CPU 1.50 GHz 

GPU NVIDIA GeForce MX230 

 

For hyperparameters tuning, YOLO models 

comprise around 29 distinct parameters in total. 

However, as shown in Table 5, we set up twelve 

parameters. The parameters are loss gain functions, 

learning rates, optimizers, and IoU threshold. All 

images were resized to 416×416 for all models as input 

image size. However, due to low-weight networks such 

as Nano and small models, we increase the number of 

epochs to 100 iterations in YOLOv5 for detection 

results improvement. To make the comparison more 

accurate, we set all other YOLOv5 models, including 

medium, large, and x-large, to 100 epochs. 

Table 5. Hyperparameter tuning and data-augmentation 

processing. 

Parameters 
Detection Models 

YOLOv3 YOLOv5 YOLOv7 

Initial learning rate 

(lr0) 

0.01 0.01 0.01 

Final learning rate 

(lrf) 

0.1 0.01 0.1 

Momentum 0.937 0.937 0.937 

Box loss gain 0.05 0.05 0.05 

Classification loss gain 0.5 0.5 0.3 

Objectness loss gain 1.0 1.0 0.7 

IoU training threshold 0.2 0.2 0.2 

Optimizer SGD SGD SGD/Adam 

Anchors per output 

layer 

6.14 6.14 6.02 

Image input size 416 x 416 416 x 416 416 x 416 

Batches 16 16 16 

Epochs 50 100 60 

Data-Augmentation For images (Flip horizontally and vertically). For 
bounding boxes (Flip horizontally and vertically) 

 

In contrast to YOLOv5, we chose 50 epochs to train 

the YOLOv3 model and 60 epochs to train the YOLOv7 

model. However, all models were set up to 16 batches 

compatible with the small chosen learning rates and 

device qualifications in terms of RAM and GPU, as 

discussed in Table 4. For clarity, only four images will 

be fed at once into the model in each iteration. We use 

the SGD optimizer for optimizers in YOLOv3 and 

YOLOv5 models. However, to our knowledge, the 

Adam optimizer performs worse than the SGD 

optimizer even though the Adam optimizer converges 

(1) 

(2) 

(3) 

(5) 

(6) 

(7) 

(8) 

(9) 

(4) 



Impact of Data-Augmentation on Brain Tumor Detection Using Different YOLO ...                                                                 475 

 

faster [13]. Therefore, we compare the state-of-the-art 

YOLOv7 model using two different optimizers, SGD 

and Adam optimizer. 

The efficiency of several YOLO models for tumor 

detection across each dataset is discussed separately in 

the following sections. Tables 6 and 7 show the findings 

of brain tumor detection over the axial orientation using 

different YOLO models before and after data 

augmentation. Also, to emphasize the improvement in 

outcomes, the average was calculated. However, when 

comparing the outcomes before and after data 

augmentation. It was discovered that there was a result 

enhancement with 0.432 average precision, 0.242 

average recall, 0.431 average mAP at IoU of 0.5, and 

0.503 average mAP at IoU of 0.5 to 0.95. Furthermore, 

YOLOv3 surpasses others with an mAP of 62.4% at 

IoU of 0.5 and a precision of 63.1% before data 

augmentation. YOLOv7 also has the lowest mAP of 

23.5% at IoU of 0.5 and precision of 32.4%. However, 

YOLOv7 has the highest recall rate of 82.4% compared 

to other models. Data augmentation revealed that the 

YOLOv5 x-large surpasses others, with an mAP of 

99.5% at IoU of 0.5, a precision of 99%, and an mAP of 

93% for IoU of 0.5 to 0.95. YOLOv7, on the other hand, 

has inferior detection outcomes with 0.027 

classification loss gain and 0.66 box loss gain. As a 

result, the YOLOv3 and all YOLOv5 models 

outperform the cutting-edge YOLOv7 model on the 

axial dataset. Also, in contrast to YOLOv3 and 

YOLOv5, it was found that YOLOv7 is more affected 

by data augmentation. However, as shown in Figure 7, 

the YOLOv3 and YOLOv5 models have a high tumor 

detection accuracy ranging from 90% to 100%. 

YOlOv7, on the other hand, achieves detection rates 

ranging from 30% to 90% across all samples, despite 

occasional misclassifications. 

Table 6. Shows tumor detection results over the axial dataset before 

augmentation with different YOL weights. 

Model Precision Recall mAP 50 mAP 50-95 Obj loss Cls loss Box loss 

YOLO v5n 0.61746 0.70329 0.61684 0.43355 0.0052418 0.034826 0.025097 

YOLO v5s 0.60834 0.68293 0.59927 0.43204 0.0054891 0.036905 0.024193 

YOLO v5m 0.51929 0.73614 0.56837 0.40287 0.0054119 0.045909 0.023632 

YOLO v5l 0.51097 0.69296 0.49397 0.35077 0.005594 0.058388 0.022582 

YOLO v5x 0.56775 0.68737 0.58189 0.41925 0.0054035 0.044001 0.022247 

YOLO v3 0.63109 0.69901 0.62469 0.4512 0.0052822 0.037102 0.02407 

YOLO v7 0.3242 0.8242 0.3869 0.2358 0.005279 0.01698 0.08777 

Average 0.52694 0.72044 0.54252 0.38199 0.00541 0.039881 0.034082 

Table 7. Shows tumor detection results over the axial dataset 
following data-augmentation with different YOLO weights. 

Model Precision Recall mAP 

50 

mAP 50-

95 

Obj loss Cls loss Box loss 

YOLO 

v5n 

0.99076 0.98204 0.99009 0.8639 0.0025082 0.0000361 0.012857 

YOLO v5s 0.99898 0.99401 0.99497 0.90149 0.0021793 0.0000289 0.010736 

YOLO 

v5m 

0.99938 0.99401 0.99485 0.91338 0.0019784 0.0000256 0.0092766 

YOLO v5l 0.99932 0.99401 0.99494 0.92649 0.0020109 0.0000254 0.0086069 

YOLO 

v5x 

0.999 0.997 0.995 0.930 0.0081 0.0018 0.000021 

YOLO v3 0.986 0.994 0.994 0.903 0.0021 0.00008 0.0105 

YOLO v7 0.7657 0.8007 0.8661 0.731 0.003841 0.02762 0.06685 

Average 0.95806 0.96229 0.97331 0.88423 0.0033683 0.00493 0.0176651 

 

Figure 7. Shows a sample of improved brain tumor detection results 

and accuracy over the axial dataset following data-augmentation. 

For the YOLOv7 optimizers’ comparison, it was 

discovered that YOLOv7 does not perform well when 

utilizing the Adam optimizer, most likely owing to 

numerous placed labels (number of detected labels). 

However, the Adam optimizer only recognized labels 

ranging from 0 to 7 in each epoch. As a result, YOLOv7 

yields 40 to 56% mAP. In SGD, identified labels rose 

from 7 to 29 in each epoch, indicating improved 

outcomes. Therefore, we choose the SGD optimizer for 

the YOLOv7 detection model. Figure 8 shows the 

results of comparing the Adam and SGD 

optimizers using YOLOv7. 

 
a) Adam optimizer performance. 

 
b) SGD optimizer performance. 

Figure 8. Compares adam and SGD optimizers performance using 

YOLOv7 Model over axial dataset. 

Tables 8 and 9 show the tumor detection accuracy 

and performance for the coronal orientation dataset 

using YOLO models before and after data 

augmentation. However, compared to others before data 

    

a) YOLOv5n. b) YOLOv5s. c) YOLOv5m. d) YOLOv5l. 

 
  

e) YOLOv5x. f) YOLOv3. g) YOLOv7. 
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augmentation, YOLOv3 has the highest detection 

outcomes with an mAP of 78.2% at IoU of 0.5. 

Furthermore, YOLOv5 x-large and medium weights 

rank second in terms of mean average precision. 

YOLOv7, like the axial orientation dataset, performs the 

worst, with a mAP of 54% and an IoU of 50%. Also, 

compared to the axial orientation dataset and other 

detection models, YOLOv7 is the least affected by data 

augmentation, with results enhancement ranging from 1 

to 3% of total assessment metrics. 

Nonetheless, when comparing data augmentation 

outcomes, we find that increased data affects YOLO 

models, resulting in improved results, which is 

unsurprising given that data augmentation methods 

lower detector sensitivity. The results reveal that 

detection results improve by 0.317 average precision, 

0.239 average mAP at IoU of 0.5, and 0.343 average 

mAP at IoU of 0.5 to 0.95. Similarly to the axial dataset, 

the YOLOv5 small weight has the highest detection 

results after data augmentation, with an mAP of 99.3%, 

demonstrating that the small weight is the most 

favorably affected by data increase. However, as shown 

in Figure 9, all models have significant detection 

accuracy over coronal orientation. Compared to axial 

orientation, YOLOv5n, YOLOv5s, YOLOv5x, and 

YOLOv3 have the highest detection stability. 

Table 8. Shows tumor detection results over the coronal dataset 
before data-augmentation with different YOLO weights. 

Model Precision Recall 
mAP 

50 

mAP 50-

95 
Obj loss Cls loss Box loss 

YOLO v5n 0.65431 0.67047 0.6923 0.46631 0.0041891 0.031565 0.024857 

YOLO v5s 0.5559 0.79502 0.68246 0.4927 0.0040685 0.042924 0.023766 

YOLO v5m 0.67332 0.74448 0.71691 0.53649 0.0041634 0.038446 0.021936 

YOLO v5l 0.57298 0.73733 0.6436 0.48649 0.0045528 0.053788 0.02338 

YOLO v5x 0.61021 0.82697 0.71946 0.5315 0.0045794 0.043106 0.023826 

YOLO v3 0.68968 0.79627 0.78289 0.59829 0.0044065 0.032529 0.02301 

YOLO v7 0.4808 0.8538 0.5405 0.4063 0.004962 0.02106 0.08383 

Average 0.59715 0.79231 0.68097 0.50863 0.0044554 0.038642 0.033291 

Table 9. Shows tumor detection results over the coronal dataset 

following data-augmentation with different YOLO weights. 

Model Precision Recall mAP 

50 

mAP 50-

95 

Obj loss Cls loss Box loss 

YOLO 

v5n 

0.97445 0.9856 0.99283 0.88498 0.0023926 0.0001683 0.010644 

YOLO v5s 0.9994 0.98735 0.99359 0.92035 0.0019996 0.0002368 0.0089049 

YOLO 

v5m 

0.99415 0.9835 0.99185 0.92973 0.0017931 0.0003926 0.0079115 

YOLO v5l 0.99303 0.99028 0.99109 0.93772 0.0017671 0.0005378 0.0074157 

YOLO 

v5x 

0.9934 0.98055 0.99053 0.94204 0.0017561 0.0001419 0.0068884 

YOLO v3 0.994 0.994 0.991 0.926 0.001877 0.0009482 0.0085525 

YOLO v7 0.5115 0.8996 0.5564 0.4532 0.003962 0.02854 0.06537 

Average 0.91425 0.97255 0.91908 0.85151 0.0021925 0.0051329 0.0175072 

 

 

 

     

a) YOLOv5n. b) YOLOv5s. c) YOLOv5m. d) YOLOv5l. e) YOLOv5x. 

  

f) YOLOv3. g) YOLOv7. 

Figure 9. Shows a sample of improved brain tumor detection results and accuracy over the coronal dataset following augmentation.

Tables 10 and 11 show the tumor detection accuracy 

and performance using YOLO models before and after 

data augmentation for the sagittal orientation dataset. 

However, following data augmentation, detection 

accuracy improves by 0.434 average precision, 0.388 

average mAP at IoU=0.5, and 0.207 average recall. 

Furthermore, we found that the YOLOv5 nano weight 

surpasses others with an mAP of 96.7% at an IoU of 

50%. It is worth noting that, like with the coronal 

orientation dataset, increasing network weight 

significantly impacts detection accuracy. However, 

building a large weight network does not necessarily 

improve detection outcomes. As a result, it is critical to 

identify the relationship between data augmentation and 

detector weights. YOLOv3, on the other hand, has a 

high positive sensitivity to data augmentation, with 

precision increased by 59.8%, mAP by 42.9% at IoU of 

0.5, and 0.077 classification loss gain reduction. 

YOLOv7 is the least susceptible to data increase, yet it 

improves outcomes by 0.064 compared to coronal 

orientation. Furthermore, as compared to the axial and 

coronal orientations, the sagittal dataset has the lowest 

detection accuracy, with an average mAP of 89.9%. 

However, as shown in Figure 10, all models exhibit 

significant detection performance and accuracy. 
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Table 10. Shows tumor detection results over the sagittal dataset 
before data-augmentation with different yolo weights. 

Model Precision Recall mAP 50 mAP 50-95 Obj loss Cls loss Box loss 

YOLO v5n 0.48354 0.83131 0.55339 0.35948 0.0051868 0.028463 0.0299 

YOLO v5s 0.46457 0.85612 0.54414 0.3966 0.0042979 0.028271 0.027036 

YOLO v5m 0.49976 0.78951 0.55119 0.3871 0.0044313 0.057906 0.027464 

YOLO v5l 0.42547 0.57456 0.46628 0.34213 0.0053369 0.072441 0.028687 

YOLO v5x 0.46981 0.57894 0.49138 0.34809 0.0049407 0.071224 0.030903 

YOLO v3 0.36036 0.86259 0.52743 0.36598 0.0047536 0.083155 0.031451 

YOLO v7 0.4622 0.7664 0.4912 0.3465 0.004968 0.01662 0.08737 

Average 0.44703 0.73802 0.51194 0.3644 0.0047881 0.054936 0.038819 

Table 11. Shows tumor detection results over the sagittal dataset 

following data-augmentation with different yolo weights. 

Model Precision Recall 
mAP 

50 

mAP 50-

95 
Obj loss Cls loss Box loss 

YOLO v5n 0.94046 0.94527 0.96799 0.85926 0.0026652 0.0056824 0.013165 

YOLO v5s 0.96164 0.94119 0.95512 0.8765 0.002439 0.0069707 0.01133 

YOLO 

v5m 
0.95574 0.9523 0.95932 0.8893 0.002121 0.00835 0.010057 

YOLO v5l 0.95606 0.94729 0.9502 0.89003 0.0021369 0.0085233 0.0094977 

YOLO v5x 0.95589 0.94631 0.95412 0.9 0.0020497 0.0083765 0.0083264 

YOLO v3 0.95817 0.92698 0.9566 0.87865 0.002192 0.0061747 0.0106 

YOLO v7 0.5014 0.9595 0.6201 0.552 0.002978 0.021 0.06583 

Average 0.88148 0.9456 0.89924 0.83108 0.0023194 0.0098992 0.0192735 

     

a) YOLOv5n. b) YOLOv5s. c) YOLOv5m. d) YOLOv5l. e) YOLOv5x. 

  
f) YOLOv3. g) YOLOv7. 

Figure 10. Shows a sample of improved brain tumor detection results and accuracy over the sagittal dataset following data-augmentation. 

 

For medical considerations, it should be noted that 

the objective of employing MRI layers is to cover all of 

the critical components by which cancers may be 

diagnosed precisely and clearly, where the tumor's 

location, size, and kind may be determined. On the other 

hand, the study's findings revealed a considerable 

improvement in the accuracy of identifying brain 

cancers utilizing magnetic resonance imaging in all 

dimensions. However, utilizing axial images yielded the 

greatest detection results. This is owing to the nature of 

the axis' dimensions, centered on the X and Y points 

compared to others. Furthermore, it provides an upper 

and precise coverage of the right and left sides of the 

brain, providing more recognized data patterns. 

To highlight the state-of-the-art of the study 

compared to other studies. First, while reviewing a 

variety of internet datasets for brain tumor detection, we 

discovered that many of the data lacked labeling. As a 

result, in this work, we apply a series of data 

augmentation approaches to enhance the training set and 

lessen the sensitivity of detection models from future 

detection operations using any other data set than the 

one used in the study. Also, this may be utilized to 

construct detection models that can learn from 

unlabeled data sets by discovering methods to enhance 

the data at the start and then transferring this knowledge 

to specialized categorization procedures. Second, in this 

work, we employ all axes of magnetic resonance 

imaging, including axial, sagittal, and coronal, to find 

the ideal image dimensions that may be used to achieve 

the maximum discriminatory accuracy in detection. 

Third, we compare the most recent detection models, 

such as YOLOv5, YOLOv7, and YOLOv3, to find the 

most accurate model. Fourth, with the introduction of 

novel detection models such as YOLOv7, evaluating the 

model's performance using well-known optimizers such 

as Adam and SGD is useful. Finally, we analyze the 

performance of several YOLO models using a 

comprehensive set of evaluation metrics to demonstrate 

detection speed, performance, and detection error. 

Concerning the study's limitations, it should be 

highlighted that altering the parameters of detection 

models may change from one trial to the next, resulting 

in erroneous detection findings. Furthermore, the 

quality of the images used to diagnose brain tumors 

significantly enhances detection accuracy. Since we 

used images at a resolution of 416*416 for this study, 

enlarging the image could result in a lower-quality 

image. Furthermore, we discovered that all YOLO 

models are susceptible to data augmentation strategies, 

with the YOLOv7 model being the least affected. 

Finally, this study did not discover any micro-tumor. 

The study was restricted to the early detection of cancers 

with two primary categories (tumor and no tumor). This 

is owing to a paucity of online addressable data sets, 

particularly for detection operations, whose addressing 

procedure is quite costly and necessitates using 

radiologists for addressing operations. 

In short, the results show that the YOLOv5 and 

YOLOv3 models are more sensitive to data 

augmentation than the YOLOv7 model. In addition, we 

show that the axial orientation has higher tumor 
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detection accuracy than the other orientations. 

However, based on the statistical results, large-weight 

models are more likely to recognize data samples than 

uncover data patterns. As a result, YOLOv7 performs 

the worst compared to others, in which the number of 

identified labels (Classes) in each epoch ranged from 0 

to 7. Nonetheless, all models revealed significant 

detection accuracy. 

6. Conclusions 

The developed methodology evaluates the performance 

of state-of-the-art YOLO models on a dataset of 7382 

samples from three different MRI orientations (axial, 

coronal, and sagittal) using different weights and 

degrees of data augmentation. Many data augmentation 

approaches were used to reduce detector sensitivity and 

enhance detection accuracy. Furthermore, a comparison 

was made between the Adam and SGD optimizers. We 

need to determine the optimal network weight and MRI 

orientation to detect brain tumors with MRI. With an 

IoU of 0.5, the results show that the average mAP for 

axial orientation is 97.33 percent. 

Additionally, SGD outperforms Adam optimizer by 

over 20% mAP. In addition, YOLOv5n, YOLOv5s, 

YOLOv5x, and YOLOv3 were discovered to have a 

mAP of greater than 95%. Furthermore, the YOLOv5 

and YOLOv3 models were more sensitive to data 

augmentation than the YOLOv7 model. Using the 

proposed framework for brain tumor diagnosis has a 

moderate computational cost and a small space 

requirement; as a result, it is capable of running on most 

systems.  
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