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Abstract: Image captioning is a major artificial intelligence research field that involves visual interpretation and linguistic 

description of a corresponding image. Successful image captioning relies on acquiring as much information as feasible from the 

original image. One of these essential bits of knowledge is the topic or the concept that the image is associated with. Recently, 

concept modeling technique has been utilized in English image captioning for completely capturing the image contexts and make 

use of these contexts to produce more accurate image descriptions. In this paper, a concept-based model is proposed for Arabic 

Image Captioning (AIC). A novel Vision-based Multi-Encoder Transformer Architecture (ViMETA) is proposed for handling the 

multi-outputs result from the concept modeling technique while producing the image caption. BiLingual Evaluation Understudy 

(BLEU) and Recall-Oriented Understudy for Gisting Evaluation (ROUGE) standard metrics have been used to evaluate the 

proposed model using the Flickr8K dataset with Arabic captions. Furthermore, qualitative analysis has been conducted to 

compare the produced captions of the proposed model with the ground truth descriptions. Based on the experimental results, the 

proposed model outperformed the related works both quantitatively, using BLEU and ROUGE metrics, and qualitatively. 
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1. Introduction 

We see several images every day from a variety of 

sources, including the internet, news and documents. 

Images from these sources are left up to the viewers' 

interpretation. Although the majority of these images 

lack descriptions, most people can still understand them 

without a description. Providing a caption for an image 

includes giving clear and brief description of the 

corresponding image. 

Image captioning is a necessary task because it is 

required by many applications. In the past 20 years, the 

fields of image indexing, information retrieval, robotics, 

and medicine have all made extensive utilization of 

image captioning [13]. Captioning images is challenging 

because it requires both an in-depth comprehension of 

the semantic elements of the image and the ability of 

expressing these elements in words that seem natural. 

So, the image captioning involves employing Computer 

Vision (CV) approaches to extract the image’s features 

in addition to natural language processing approaches to 

produce the description [28]. 

Arabic Image Captioning (AIC) is the task of 

describing input image in Arabic sentence. The majority  

 

of research projects in the image captioning concentrate 

on producing descriptions in English language, that is 

primarily due to the shortage of the available public 

datasets for other languages, particularly Arabic. The 

Arabic language is incredibly complicated and, as a 

result, very challenging to work with. The language 

contains various dialects and is primarily caused by the 

usage of diacritics. The captioning models need to 

recognize the text’s semantics included in the intended 

language [1]. 

Great attention should be paid for Arabic language 

because it is the first language in 22 countries and there 

are about 420M people speak it in the Arab world [8]. 

Arabic is additionally the fourth most often utilized 

language on the internet. Furthermore, it has been the 

most rapidly growing language in the last eight years. 

Subsequently, even though there have been considerable 

improvements in English captioning models, those 

models are not immediately applicable for other 

languages, like Arabic. Therefore, the image captioning 

for the Arabic language is still under developing [8]. 

Successful image captioning relies on acquiring as 

much information as feasible from the original image. 

One of these essential bits of knowledge is the concept 
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or the topic that the image is associated with. In order to 

produce these concepts, the concept modelling technique 

takes both the caption data and the images into account 

when determining which concepts to extract. The 

concept modeling technique has been utilized in image 

captioning for completely capturing the image contexts 

and make use of these contexts to produce more accurate 

image descriptions. 

Concept modeling technique has been developed two 

years ago by Grootendorst [11] through customizing the 

topic modeling to consider images. Concept modeling 

technique is a multimodal technique that generates set of 

concept vectors based on the input images and their 

corresponding texts using Contrastive Language-Image 

Pre-Training (CLIP) model [24] and BerTopic model 

[10]. The idea behind the concept modeling technique is 

to extremely capture the image’s semantic information. 

The concept modeling technique can work on 50+ 

languages [11]. 

In this paper, the concept modeling technique is used 

to propose concept-based model for AIC. Concept 

modeling technique is used on the dataset images and 

Arabic captions to extract set of new concept vectors and 

the images embedding. After that, the concept model’s 

outputs are sent to the decoder. 

Recently, transformer [29] is utilized in image 

captioning as a decoder to provide more accurate 

captions with less complexity due to its parallelization 

capabilities and the recursion bypassing. The 

conventional transformer makes use of one encoder to 

represent the features of the image and one decoder to 

decode the partial captions by paying attention to the 

encoded features. 

To pay attention for concept data in addition to the 

image’s features, this research work proposes Vision-

based Multi-Encoder Transformer Architecture 

(ViMETA). A new encoder has been added to the 

transformer to reflect the concept information. 

Moreover, the transformer decoder is modified by 

adding an encoder-decoder attention layer so that the 

attention can be paid to the concept information that is 

represented by the new encoder. The encoders of the 

proposed (ViMETA) is inspired from the vision 

transformer encoder [7]. 

ViMETA is proposed in this paper as the decoder for 

the captioning model. The ViMETA includes two 

encoders and one decoder. The first transformer encoder 

receives the concept vectors and the second transformer 

encoder receives the CLIP features. Then, the 

transformer decoder is utilized for generating the next 

words in the caption depending on the information given 

by the two encoders and the embeddings of the partial 

captions. 

The proposed AIC based on concept model and 

Vision-based Multi-Encoder Transformer Architecture 

(Ar-CM-ViMETA) model has been evaluated on the 

Flikr8K dataset [12] using BiLingual Evaluation 

Understudy (BLEU) [23] and Recall-Oriented 

Understudy for Gisting Evaluation (ROUGE) [18]. 

Contributions of this research are as follow: 

1. Proposed ViMETA. 

2. Proposed Ar-CM-ViMETA. 

The structure of this paper is as follow: in section 2, the 

related work is discussed; the proposed model is 

presented in section 3; the experimental work and results 

are included in section 4 and the proposed work has been 

concluded in section 5. 

2. Related Work 

The most recent state-of-the-art in image captioning 

tasks is represented by attention-based approaches [22]. 

The attention methods were first put to use into the 

machine translation problem [4]. Based on the 

significantly improved outcomes in machine translation 

task, the attention method was subsequently used in the 

captioning task in addition to many other tasks like the 

breast cancer classification [5]. The attention methods 

focus on the image’s main portions and useful attributes 

then make use of these information to decide where to 

concentrate next during producing the appropriate 

caption. Several attention-based methods were 

established with the intention of improving the final 

captions. 

Based on the literature presented by Osman et al. 

[22], the main attention categories that achieved great 

improvement in the image captioning field are the 

guided-attention and the transformer-based methods. 

The task of image captioning may take a guidance either 

from information based on the texts or information 

retrieved from the features of the images. The image 

captioning is frequently guided by the topic modeling 

techniques [6, 30]. The topic modeling was established 

for a text-based data for extracting the latent variables in 

a huge dataset. 
Recently, the image captioning has been guided by 

concept modeling technique for capturing the semantic 
information included in the image. The concept 
modeling technique has been employed to extract set of 
concept vectors in addition to the image’s embeddings. 
The outputs of the concept modeling technique are then 
sent to a multi-encoder transformer architecture to 
produce the output caption. 

Multi-encoder transformer architectures have been 

developed for text-based tasks [20, 25, 26, 27]. It is 

proposed for the automatic-post editing task such that the 

transformer has been modified to include two encoders 

[26]. The first encoder represents the machine translation 

sentence (mt) and the other encoder represents the source 

sentence (src). The transformer decoder in [26] is also 

modified such that three cross-attention layers are 

included. 

The encoders’ architecture of the multi-encoder 

transformer architectures, previously proposed, is 

identical to the encoder’s architecture of the standard 
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transformer. These architectures work well with text data 

but it needs to be updated to perform in a good way with 

images. For this purpose, a novel multi-encoder 

transformer architecture is proposed in this paper by 

updating the encoder’s architecture to have the same 

architecture of the vision transformer encoder [7]. 

For Arabic Image Captioning (AIC), Al-Muzaini et 

al. [2] constructed an Arabic dataset depending on 

MSCOCO [19] and Flickr8K [12] datasets. In addition, 

they employed a merging model to produce the captions 

utilizing Convolutional Neural Network (CNN) and 

Recurrent Neural Network (RNN)-Long Short-Term 

Memory (LSTM).  

Ultra edit smart translating system was utilized by 

Mualla and Alkheir [21] for producing Arabic captions. 

CNN have been employed for feature extraction after 

that the extracted features in addition to translated 

captions are sent to LSTM. The authors observed that 

just translating the observed captioning in English to 

Arabic is not a good idea due to the bad structure of the 

generated Arabic sentences. 

Jindal [15] took use of the Arabic language's strong 

root word influence to construct root words by using 

images rather than captions. Instead of extracting real 

phrases from the images, a CNN is employed for 

extracting set of root words. The roots are subsequently 

converted to morphological inflections. The roots are 

subsequently converted to morphological inflections 

then the order of the words in the statement has been 

verified using a dependency tree. The findings indicate 

that producing Arabic descriptions in one step as 

opposed to translating English captions into Arabic in 

two steps gave better outcomes. 

Eljundi et al. [8] constructed an Arabic translated data 

of the Flickr8K descriptions and made it public. The 

authors additionally built an end-to-end approach which 

converts image into Arabic sentences and compared it to 

a basic approach to Arabic captioning that depends on 

translating texts from English image descriptions. Their 

proposed model achieved 33.2, 19.3, 10.5, 5.7 on 

BLEU1, BLEU2, BLEU3 and BLEU4, respectively [8]. 

None of the previously mentioned works used 

attention or transformer in the AIC a transformer-based 

AIC was presented by Emami et al. [9]. The authors used 

CNN for feature extraction then a pre-trained 

bidirectional transformer has been employed as a 

language model for generating the caption words. Their 

proposed AraBERT32 model achieved 39.1, 24.6, 15.0, 

9.2, 33.1 on BLEU1, BLEU2, BLEU3, BLEU4 and 

ROUGE, respectively. 

In this research work, a concept-based image 

captioning model has been proposed for AIC. A 

ViMETA has been proposed as a language model to 

produce the description of the image given the outputs of 

the concept modeling technique. 

3. Proposed Arabic Image Captioning based 

on Concept Model and Vision-based 

Multi-Encoder Transformer Architecture 

(Ar-CM-ViMETA) 

The proposed AIC model based on concept model and 

ViMETA is presented in Figure 1. The proposed Ar-

CM-ViMETA model starts by applying the concept 

modeling technique on the input images and the 

corresponding Arabic captions. 

 

Figure 1. The proposed AIC based on concept model and ViMETA. 

 

The resulting concepts after applying the concept 

modeling technique on the Arabic captions Flikr8K 

dataset [9] is shown in Figure 2. A set of concept vectors 

and CLIP image’s embeddings are the output of the 

concept modeling technique. Each concept vector, 

corresponding to an image, has a length equal to number 

of the concepts. This vector represents the concepts 

distribution for the corresponding image. The outputs of 

the concept modeling technique are then sent to the 

decoder to produce the caption words. 
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a) Concept 25. b) Concept 22. c) Concept 15. 

Figure 2. Sample of the resulting concepts after applying the concept modeling technique on the Flickr8K dataset with Arabic captions. 

For the purpose of producing more expressive 

captions at lower computational complexity, transformer 

is used in this research work because of its ability to 

bypass the recurrence and its parallelization design. The 

standard transformer includes one encoder for handling 

the input image’s features and one decoder for producing 

the resulting caption based on the encoded features and 

the partial captions. 

The resulting concepts after applying the concept 

modeling technique on the Arabic captions Flikr8K 

dataset [9] is shown in Figure 2. A set of concept vectors 

and CLIP image’s embeddings are the output of the 

concept modeling technique. Each concept vector, 

corresponding to an image, has a length equal to number 

of the concepts. This vector represents the concepts 

distribution for the corresponding image. The outputs of 

the concept modeling technique are then sent to the 

decoder to produce the caption words. 

For the purpose of producing more expressive 

captions at lower computational complexity, transformer 

is used in this research work because of its ability to 

bypass the recurrence and its parallelization design. The 

standard transformer includes one encoder for handling 

the input image’s features and one decoder for producing 

the resulting caption based on the encoded features and 

the partial captions. 

In this paper, it is proposed to modify the traditional 

transformer by having multi-encoder architecture for 

representing the concept vectors in the captioning 

process. Therefore, a novel transformer architecture is 

proposed by changing the traditional transformer to have 

multiple encoders, i.e., M encoders. In addition, an 

encode-decoder attention layer is added to the decoder 

for each added encoder, i.e., M encoder-decoder 

attention layers. The proposed ViMETA is shown in 

Figure 3. 

Inspired by the architecture of the Vision Transformer 

(ViT) [7] which was designed specifically for CV tasks, 

a ViMETA is proposed by using the same encoder 

design of the ViT. The encoder of the ViT architecture 

includes self-attention module and Multi-layer 

Perceptron (MLP) module. In addition, layernorm is 

used before each module and residual connection after 

each module. 

 

Figure 3. The proposed ViMETA. 

In this paper, as a special case from the proposed 

ViMETA, the design of the proposed ViMETA includes 

2 encoders and subsequently, 2 encoder-decoder 

attention layers are included in the decoder. The first 

encoder is equipped with a self-attention module, which 

derives its inputs Query Q, Keys K, and Values V from 

the concepts vector, and MLP block comes next. The 

MLP block includes two layers with a Gaussian Error 

Linear Units (GELU) non-linearity. However, the 

second encoder is equipped with a self-attention module, 

which derives its inputs Query Q, Keys K, and Values V 

from the image’s feature vector, and also an MLP block 

comes next. 

For the proposed Ar-CM-ViMETA model, the 

concept vectors, derived from the concept modeling, are 

fed to the first encoder of the proposed ViMETA and the 
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CLIP image’s embeddings are fed to the second encoder 

of the proposed ViMETA. After that, the outputs of the 

two encoders are fed to the proposed ViMETA decoder 

in order to produce the description word by word based 

on the encoded inputs and the embeddings of the partial 

captions. The output of the first encoder is passed to the 

decoder’s first multi-head attention module and the 

output of the second encoder is passed to the decoder’s 

second multi-head attention module. 

4. Experimental Work and Results 

In this paper, Flickr8K dataset [12] with Arabic captions, 

published by Eljundi et al. [8], has been used for the 

performance evaluation of the proposed model. Arabic 

Flickr8K dataset includes 8000 image. Each image has 3 

Arabic captions translated from English captions 

through google Application Programming Interface 

(API) translation then the translated descriptions have 

been validated through professionals in Arabic 

translation. 

We follow the guidelines for pre-processing Arabic 

caption texts which includes adding spaces after “ و”, 

removing the identification tool “ ال”, removing 

punctuation symbols, removing single character words, 

and applying split on white spaces. Number of words in 

the vocabulary, including the "start" and "end" marks, is 

10435.  

The training for the proposed model is performed for 

the purpose of reducing the cross-entropy loss. Given the 

proposed captioning model of parameters  and the 

sequence of the ground truth y1:T, the cross-entropy loss 

is calculated as follows: 

𝐿(𝜃) =  − ∑ log (𝑝𝜃(𝑦𝑡|𝑦1:𝑡−1))

𝑇

𝑡=1

 

The concept modeling technique is modified by 

selecting an embedding model that can work on 50+ 

languages, i.e. “clip-ViT-B-32-multilingual-v1” [14], 

and the resulting number of concepts was 28 concepts. 

The embedding dimension is 512 and the number of the 

transformer layers and heads are 3 and 8, respectively. 

Adam optimizer [16] is used with learning rate 2e^(-5). 

Training of the models run for 20 epochs. Beam search 

is used in the testing phase with a beam size of 2. 

The quantitative results have been obtained using the 

standard metrics BLEU (B1; B2; B3; B4) [23], and 

ROUGE (R) [18]. Table 1 compares the quantitative 

results of the state-of-the-art techniques and the 

quantitative results of the proposed Ar-CM-ViMETA 

model. The table includes the results of the translated 

English descriptions to Arabic presented by Eljundi et al. 

[8]. Arabic captioning approach proposed by Eljundi et 

al. [8] is also included. In addition, three other models 

proposed by Emami et al. [9] have been included in the 

table which made use of AraBERT [3] and GigaBERT 

[17] with different batch sizes. 

Table 1. Comparison between results of the state-of-the-art 

techniques and the proposed Ar-CM-ViMETA model. 

Model B1 B2 B3 B4 R 

Translating English Captions [8] 26.5 11.6 4.5 1.9 - 

AIC by ElJundi et al. [8] 33.2 19.3 10.5 5.7 - 

GigaBERT32 [9] 38.6 24.1 14.4 8.27 33.1 

AraBERT256 [9] 38.7 24.4 15.1 9.3 33.4 

AraBERT32 [9] 39.1 24.6 15.0 9.2 33.1 

Proposed Ar-CM-ViMETA 40.1 25 15.26 8.81 34.1 

The results presented in Table 1 and Figure 4 

indicates that the proposed Ar-CM-ViMETA model 

outperforms the state-of-the-art methods with respect to 

the standard evaluation metrics (B1; B2; B3; R). 

 
Figure 4. Bar chart for the results of the proposed Ar-CM-ViMETA model in comparison with the related work. 

Table 2 includes the qualitative results of the 

proposed Ar-CM-ViMETA model. The proposed Ar-

CM-ViMETA model shows better and more expressive 

descriptions in comparison with the ground truth 

captions. The proposed Ar-CM-ViMETA model 

produced captions for the images of the dog, the kid in a 

red jacket and the old man which were more accurate and 

expressive than the ground truth by depicting the 

image’s background and the image’s attributes. In 

addition, the proposed Ar-CM-ViMETA model was able 

to construct Arabic sentence which is better than the 

ground truth caption by explaining that the man in the 

(1) 
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second image is “wearing” the red shirt. The proposed 

method results in better captions compared to the related 

works because of the rich semantics included in the 

concept vectors.  

The proposed Ar-CM-ViMETA model outperforms 

the related work as a result of incorporating the concept 

modeling technique which has the ability of capturing 

the image contexts. These contexts have been encoded 

using the proposed ViMETA and fed to the decoder with 

the image’s feature to consider it while predicting the 

image caption. The presented good results indicate the 

capability of the proposed Ar-CM-ViMETA model of 

being effective and expressive in terms of the produced 

captions. 

Table 2. Qualitative results of the proposed Ar-CM-ViMETA model. Sample of the produced captions using the proposed Ar-CM-ViMETA 

model compared to the ground truth descriptions. 

Input image 

  
Ground truth caption .صبى صغير يلعب فى لعبة نفخ 

“Little boy playing in an inflatable game.” 

قميص أحمر يحاول تسلق صخرة.رجل فى    

“A man in a red shirt is trying to climb a rock.” 

Proposed Ar-CM-ViMETA .صبى صغير يلعب فى زحليقة 

“Little boy playing on a slide.” 

 رجل يرتدى قميصا احمر يتسلق صخرة.

“A man wearing a red T-shirt climbs a rock.” 

Input image 

  
Ground truth caption .أطفال يلعبون كرة القدم فى حقل 

“Kids playing football in a field.” 

 صبى يرتدى معطف أحمر.

“A boy in a red coat.” 

Proposed Ar-CM-ViMETA .مجموعة من الأطفال يلعبون كرة القدم 

“A group of kids play football.” 

الكاميرا.طفل يرتدى سترة حمراء ينظر الى    

“A kid in a red jacket looks at the camera.” 

Input image 

  
Ground truth caption .كلب أسود يركض عبر العشب 

“Black dog running across the grass.” 

 رجل يرتدى قبعة سوداء يجلس على مقعد فى حديقة.

“A man in a black hat sits on a park bench.” 

Proposed Ar-CM-ViMETA .كلب أسود يركض عبر العشب 

“Black dog running across the grass.” 

 رجل يرتدى قبعة سوداء يجلس على مقعد فى حديقة.

“A man in a black hat sits on a park bench.” 

 

5. Conclusions 

Novel concept-based model is proposed for AIC in this 

paper. Concept modeling technique is applied to extract 

set of concept vectors and the images’ embeddings. A 

novel ViMETA is proposed for handling the multiple 

outputs of the concept modeling technique while 

generating the image’s caption. The proposed model has 

been compared quantitatively with the state-of-the-art 

techniques. The proposed model enhanced the results, 

regarding the standard metrics, relative to the state-of-

the-art AIC methods. In addition, the proposed model 

has been compared qualitatively with the ground truth 

captions and produced more expressive captions. The 

proposed model can achieve high performance in case of 

experimenting it on a larger dataset. So, as future 

research, larger dataset with Arabic descriptions can be 

made available for public users and so additional 

experiments can be implemented for the proposed model 

with this larger dataset. In addition, further pre-

processing for the Arabic captions may help in resulting 

better performance. 
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