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Abstract: To ensure public safety, the government has placed a lot of cameras in public places and used them to monitor key 

targets. In target detection, pedestrian target detection is undoubtedly a research hotspot. How to realize the high efficiency of 

pedestrian detection is the focus of this field. As a result, this research suggests an algorithm for pedestrian target detection in 

public spaces that is based on representation learning and similarity learning. The algorithm uses representation learning to 

extract pedestrian features and Singular Value Decomposition (SVD) to build a more trustworthy Feature Extraction Network 

(FEN). In addition, the improved softmax function is used for similarity learning, and the K-Nearest Neighbor algorithm (KNN 

is applied for image retrieval to fgreatly increase the identification accuracy of pedestrians. The algorithm proposed in this study 

only needs two rounds of constraint training to achieve the best state. The mean absolute error and mean square error are 0.31 

and 9.38, respectively. Its Relative Robustness (RR), Relative Generalization (RG) and Relative Scalability (RS) are excellent. In 

the final practical test, the model finally achieved 98.8% accuracy and 2.1% false positive rate. The proposed algorithm in this 

study has good application value in pedestrian target detection, and can better promote the development of social public safety. 
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1. Introduction 

For social and economic development, public safety has 

always been a very important issue. Currently, various 

new crimes and modus operandi are also increasing [4]. 

In order to effectively detect criminal behavior, the 

government has installed a large number of camera 

devices in various public places [22]. Video surveillance 

systems can be used to obtain a huge quantity of video 

data. From these video data, the information of 

interested target personnel can be extracted to realize the 

trajectory tracking and behavior of key personnel and 

ensure public safety [7]. However, the quantity of video 

data gathered is rather substantial, and if only the 

traditional manual recognition method is used, it is not 

only difficult to extract the key information in these 

video data, but also the efficiency is very low [18]. 

Recently, using computer vision effect to optimize the 

intelligence level of video surveillance has become a 

research hotspot. It not only meets the actual needs, but 

also has great significance for the monitoring of mass 

behavior in reality [23]. From a technical point of view, 

the pedestrian recognition system currently used in 

monitoring devices can generally be divided into three 

functional units, namely pedestrian detection, 

pedestrian tracking and pedestrian retrieval [21]. The 

first two parts generally belong to separate topics (target 

detection and target tracking), so this study will focus 

on pedestrian retrieval for pedestrian recognition  

 
research. Thus, this study suggests a pedestrian 

recognition model based on representation learning and 

similarity learning. This method uses representation 

learning to extract pedestrian features through the 

classification effectiveness of the basic network to 

improve the difficulty of the same pedestrian across 

scenes recognition in traditional pedestrian recognition 

algorithms. In addition, similarity learning is used to 

extract the correlation between pedestrian features to 

optimize the recognition accuracy of traditional 

pedestrian recognition algorithms. There are three 

innovations in this research. The first is that the 

characteristics of pedestrians are extracted using 

Convolutional Neural Network (CNN), which solves 

the matching problem when the appearance of the same 

pedestrian changes dramatically across scenes in multi-

camera video surveillance. The second point is the use 

of Singular Value Decomposition (SVD) to remove the 

correlation between the CNN output all connected 

layers to construct a reliable Feature Extraction 

Network (FEN). The third point is that the improved 

Softmax function is used for similarity learning, and the 

K-Nearest Neighbor algorithm (KNN) is used for data 

reordering and image retrieval. This study is split into 

four parts: the first part is a summary of related study 

areas; the second part is the construction of the method 

proposed in this paper; the third part is the verification 

of the constructed method. The last part is a 
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comprehensive summary of the content of this study. 

2. Related Works 

The research topic of pedestrian target recognition is 

derived from multi-camera target tracking. The standard 

of pedestrian target recognition is “to recognize a person 

when they return to the field of view after leaving the 

field of view.” Saho et al. [15] suggested a pedestrian 

recognition method using Doppler radar and CNN to 

solve the issue of visual interference existing in 

traditional visual pedestrian recognition systems in the 

field of contact-free pedestrian recognition. It can 

accurately identify pedestrians from sitting to standing 

or from standing to sitting, and can maximize the impact 

of occluders. In the conventional pedestrian target 

recognition system, Sumari et al. [16] introduced a full-

frame person recognition device to solve the problem of 

fuzzy person recognition in some cases. After 

evaluating the specific indicators of its implementation, 

the hybrid human-machine collaboration framework is 

standardized. This framework performs well in 

experiments and plays a driving role in the research of 

pedestrian target recognition. In order to minimize the 

occurrence of pedestrian traffic accidents at night, 

Ogura et al. [14] studied the method of pedestrian 

recognition at night. A method of continuous night 

image conversion using vehicle-mounted camera is 

proposed. This method can effectively improve the 

personal safety of pedestrians in poor lighting 

conditions at night. To enhance the convenience of 

pedestrian target recognition and the performance of the 

method, Li et al. [10] proposed a multi-task learning 

method combining pedestrian attributes and identity in 

the traditional pedestrian target recognition system. 

Through simulation experiments and actual detection, 

this method is in a leading position in the field of 

pedestrian recognition, and it reduces the false alarm 

rate and has low power consumption performance. To 

enhance the detection error rate of pedestrian 

recognition in intelligent transportation system, Dow et 

al. [5] combined with neural network and traditional 

visual pedestrian recognition system to construct a real-

time pedestrian recognition system. This system ensures 

high precision and reduces the error rate. Its accuracy is 

far higher than that of similar models, and it has high 

efficiency, effectively promoting the development of 

pedestrian target recognition in traffic. To address the 

issue of poor recognition accuracy in conventional 

pedestrian target identification, An et al. [2] suggested a 

novel hierarchical reasoning network for pedestrian 

attribute recognition. This method has excellent 

performance and reduces the training cost to a certain 

extent.  

Representation learning and similarity learning 

process the collected pedestrian video data by feature 

extraction, through the similarity measurement to obtain 

the similarity of each feature in the world, and then 

judge whether these features belong to the same 

pedestrian. To handle the issue that it is tough for 

ordinary learning prediction systems to predict learners' 

performance in new problems, Gan et al. [8] constructed 

a model for learning graph representations with 

additional enhancements. This method successfully 

predicts learners’ performance in new questions. Xue et 

al. [20] constructed a sub supervised learning method 

based on mutual information representation learning in 

the traditional field of visual learning to handle the issue 

that most video learning still requires manual annotation. 

This method can eliminate human interference in the 

process of video learning, and its generalization is good 

and its efficiency is good. It can learn representations 

from videos without manual annotation, effectively 

saving manpower and material resources, and 

improving accuracy. In the field of electron observation 

in materials, Na et al. [13] focus on the classical 

bandgap problem. In order to observe crystal 

compounds as comprehensively as possible and solve 

the complicated calculation of bandgap problem for 

crystal compounds at present, a new representation 

learning method using a newly developed meta-graph 

neural network is suggested. The band gap of crystalline 

substances could be predicted with high precision using 

this approach, which relied on machine learning. The 

model’s precision is superior to the standard density 

functional theory calculation, and the cumbersome 

calculation process is eliminated, the work efficiency is 

greatly improved, and the development of crystal 

chemistry is effectively promoted. To realize the graph-

based clustering method, Zhong and Pun [24] designed 

a similarity learning algorithm based on augmented 

Lagrange multipliers. This method effectively obtains 

the optimal solution and maintains excellent 

performance. Luo et al. [12] suggested an effective 

unsupervised hashing method based on similarity 

learning under the background of popular hashing 

algorithms to solve the shortcomings of the popular 

deep unsupervised hashing methods in recent years. 

This method is superior to many current benchmark 

methods and effectively promotes the development of 

hash algorithms. Ali et al. [1] proposed to apply transfer 

learning technology to the target task of insufficient 

annotation data, and proved that this method can enrich 

prior knowledge of data in related fields, significantly 

improve model performance, and effectively avoid 

overfitting. 

To sum up, there are still some problems in the 

current pedestrian recognition algorithm. For example, 

it is difficult to identify a group of people when their 

appearance changes dramatically across scenes. As a 

result, this paper uses a Deep Learning (DL)-based 

system for pedestrian detection. This model uses the 

representation learning method to obtain the image 

features of pedestrians from the collected video data and 

learn the similarity measure. To simplify the training 

and use of the algorithm as much as possible, CNN-



Pedestrian Target Recognition Algorithm in Public Places Based on Representation ...                                                            383 

based representation learning is used to extract features. 

To making the most of the relationship between the 

images in the dataset, a recognition algorithm based on 

similarity learning is adopted. 

3. Construction of Pedestrian Target 

Recognition Algorithm in Public Places 

Based on Representation Learning and 

Similarity Learning 

Traditional pedestrian recognition algorithms are often 

complicated in computation and training, and are prone 

to difficulties in recognizing the same pedestrian when 

the appearance changes dramatically across scenes. 

Thus, this paper constructs a pedestrian recognition 

algorithm based on representation learning and 

similarity learning. CNN is used to extract pedestrian 

features, which simplifies the training and learning 

process, and solves the difficulty of recognizing the 

same pedestrian when the appearance changes 

dramatically across scenes. SVD algorithm is applied to 

construct the FEN, which makes the extracted 

pedestrian features robust and reliable. The Additive 

Margin Softmax (AM-Softmax) function is used for 

similarity learning. The KNN is used for image retrieval. 

3.1. Construction of Pedestrian Target 

Recognition Algorithm in Public Places 

Based on Representation Learning 

In this study, representation learning is used to solve the 

problem of pedestrian recognition. A pair of pedestrian 

images are input, CNN is adopted as the FEN, and 

similarity learning is adopted to obtain the similarity 

between the features extracted in each pedestrian image, 

so as to determine whether they belong to the same 

pedestrian [6]. CNN usually consists of verification 

model and recognition model. In the verification model, 

if two images belong to the same pedestrian, they are 

mapped to adjacent points in the feature space; for 

images belonging to different pedestrians, the mapping 

points in the special space will be far away. Figure 1 is 

a schematic of the validation model. 
 

Input image 

pair

Feature extraction network

Feature extraction network

Similarity learning

 

Figure 1. Validation model diagram. 

In the field of pedestrian recognition, performance 

learning is a common method of pedestrian re-

recognition. Through the processing of video data, a 

robust and stable pedestrian image appearance feature is 

extracted as a descriptive feature. In the field of 

pedestrian recognition, the training set of pedestrian 

recognition can be regarded as the process of classifying 

pictures according to different identity characteristics. 

Therefore, pedestrian recognition and image 

classification often have a certain correlation. Therefore, 

pedestrian recognition often uses a pre-trained general 

image classification network as the basic network for 

image extraction. Figure 2 shows the general process of 

pedestrian feature extraction using CNN. 

In the feature extraction part of pedestrian 

recognition algorithm, the last step of feature extraction 

for pedestrian image is usually pedestrian feature 

matching. For image information, it is necessary to find 

an effective image feature similarity measurement 

criterion, so that similarity measurement can be carried 

out according to the extracted pedestrian feature vector, 

and then it can be determined whether the test samples 

belong to the same pedestrian. Then, according to the 

similarity between them, the order is sorted, so as to 

realize the recognition of pedestrian targets. The 

classical similarity measurement method adopted in this 

study is Euclidean distance, and its calculation process 

is shown in Equation (1). 

𝑑12(𝑎, 𝑏) = √(𝑎 − 𝑏) + (𝑎 − 𝑏)𝑇 

In Equation (1), a represents an eigenvector a(x11, x12, …, 

x1n) of dimension n, and b represents an eigenvector 

b(x11, x12, …, x1n) of dimension n. In this study, the 

representation learning approach seeks to maximize the 

degree of resemblance across many images of the same 

pedestrian, and at the same time to make the similarity 

between different pictures of different pedestrians as far 

as possible. It is reflected in the loss function that the 

distance between the same pedestrian and the camera is 

closer than that between various pedestrians. For the 

convenience of expression, use I1 and I2 to represent the 

two input pictures respectively, then the calculation 

process of Euclidean distance between them is shown in 

Equation (2). 

𝑑𝐼1,𝐼2
‖𝑓𝐼1

− 𝑓𝐼2
‖

2
 

In Equation (2), vector 𝑓𝐼1
  and vector 𝑓𝐼2

 respectively 

represent the normalized feature vector obtained by the 

forward propagation of the image through CNN. The 

input to A twin network is usually A pair of images, 

(2) 

(1) 
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namely I1 and I2 in Figure 2. Each pair of input images 

may not have the same identity. Data labels are used to 

label images, which are denoted as y. If when y=1, the 

two pictures belong to the same pedestrian; Otherwise, 

it means that they belong to different pedestrians. 

Contrast loss is often used for training twin networks, 

and its calculation process is shown in Equation (3). 

  
2

2
1, ,

1 2 1 2
L yd y a dc I I I I   


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Figure 2. The process of CNN extracting pedestrian features. 

In Equation (3), (●)+ represents max(●, 0). a is the 

threshold parameter considered in the design according 

to the actual situation. In the pedestrian recognition 

work, the goal is to make the sample distance of the 

same identity closer. In a certain sense, the optimization 

process of neural network is the process of continuously 

minimizing the loss function Lc. In the actual training 

process, when the network input a positive sample pair, 

𝑑𝐼1,𝐼2
 will gradually decrease; When a negative sample 

pair is entered into the network, it will cause 𝑑𝐼1,𝐼2
  to 

gradually grow larger than the preset threshold a. The 

classification performance and generalization ability of 

CNN model are excellent, and the features extracted by 

CNN model are more robust and reliable, so CNN is 

selected as a classification network. In this study, 

DenseNet model is selected, and its basic idea is similar 

to ResNet. However, the “short-circuit connection” in 

DenseNet is a Dense connection established between all 

the front layers and the back layers, so it is called 

DenseNet [3]. Figure 3 shows the structure diagram of 

DenseNet. 
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Figure 3. DenseNet structure diagram. 
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Figure 4. Dense module internal construction. 

The basic structure of DenseNet mainly consists of 

dense modules and transition layers. The dense module 

is a module containing its own unique dense connection. 

The transition layer is the middle of the two dense 

modules. Dense connections exist only within a single 

dense module, not between different dense modules. 

This special network structure has better advantages. It 

resolves the gradient disappearance issue, improves the 

propagation of features, maximizes the usage of features, 

and, to a certain degree, minimizes the number of 

parameters. Dense module is the core structure of 

DenseNet. Figure 4 illustrates the specific internal 

structure of a dense module. 

In Figure 4, it is a dense module with 5 layers, that is, 

it has a nonlinear transformation of 5 layers Batch 

Normalization (BN) layer +Relu layer+3*3 convolution 

layer. Its network growth rate is 4, indicating that the 

feature graph dimension of each layer is 4. In a 

traditional convolutional network, if the network has a 

(3) 
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common layer L, the number of connections in the 

network is L. In A dense module containing layers L, a 

dense connection exists because each layer makes use 

of information from all previous layers in the module. 

That is, each of the front layers is connected to the back 

layer by a short circuit, so there is a dense 
𝐿∗(𝐿+1)

2
 

connection. As shown in Figure 4, X0 is the input of the 

entire dense module, so the input of the first set of 

nonlinear transformations H1 is also X0; the input of H2 

is sequentially deduced as X0 and X1; and so on for the 

rest. Usually in the ResNet model structure, the output 

Xl of layer l is the output Xl-1 of layer l-1 plus the 

nonlinear transformation to Xl-1, and its calculation 

process is shown in Equation (4).  

𝑥𝑙 = 𝐻𝑙(𝑥𝑙−1) + 𝑥𝑙−1 

In Equation (4), Hl represents the nonlinear 

transformation corresponding to layer l. ResNet is a 

short-circuit connection between each layer and a 

previous layer, which uses the addition of the element 

level as the connection method. In DenseNet, however, 

a more direct method of dense connection is used, which 

is to connect all the layers directly to each other in a 

more radical way. Each layer specifically takes all the 

layers that came before it as supplementary input. 

Therefore, for DenseNet, the output Xl of l is shown in 

Equation (5) [17].  

 , , ,0 1 1x H x x xl l l  
 
 

 

Compared with ResNet, DenseNet uses dense 

concatenation to directly concatenate feature maps of 

different layers, thus realizing feature reuse and 

improving model efficiency. And the dense connection 

does not lead to an increase in computation and 

parameter number. Because the output from all 

preceding levels is included in each layer, this feature 

reuse requires very few feature maps, which decreases 

the number of parameters significantly. Each layer of 

this connection connects the input to the loss function, 

so the gradient loss problem is also mitigated, thus 

deepening the depth of the network. 

3.2. Construction of Pedestrian Target 

Recognition Algorithm in Public Places 

Based on Representation Learning and 

Similarity Learning 

Considering that the features have high correlation, it 

will affect the distance variable of Euclidean distance. 

Therefore, to further make the extracted pedestrian 

feature robust and reliable, this study uses SVD to 

remove the correlation between the weight vectors of 

the fully connected layer. For example, A real matrix 

W=UVT of size n×m can be decomposed using SVD as 

shown in Equation (6).  

𝑊 = 𝑈𝑆𝑉𝑇 

In Equation (6), U represents an orthonormal matrix of 

magnitude n×n; V represents an orthonormal matrix of 

magnitude m×m; S represents A diagonal matrix of 

magnitude n×m; Matrix W has a unique value equal to 

the value on the diagonal. US is further used instead of 

W to make it orthogonality without losing the ability to 

judge the feature representation in the entire sample 

space. Assuming that the input images are xi and xj, the 

Euclidean distance can be expressed as shown in 

Equation (7).  

       

, 2
d g gi j i j

T T T T T
g g g g f f USV VS U f fi j i j i j i j

 

     

 

In Equation (7), because V is the identity orthogonal 

matrix, it can be further simplified as by Equation (8).  

𝑑𝑖,𝑗 = √(𝑓𝑖 − 𝑓𝑗)𝑇 𝑈𝑆𝑆𝑇𝑈𝑇(𝑓𝑖 − 𝑓𝑗) 

In Equation (8), when US is used instead of W, the 

Euclidean distance di,j of the picture xi and xj does not 

change [9]. Therefore, the network performance is not 

affected. SVD is applied to the FEN based on DenseNet, 

and its main network structure is shown in Figure 5. 

 

Figure 5. SVD network structure. 

In Figure 5, the last fully connected layer of the initial 

network receives a convolutional layer. For more 

convenient expression, it is named the feature layer. In 

the training process, SVD decomposition is used to 

remove the correlation of the feature layer. In this study, 

the AM-Softmax loss function will be used for 

similarity learning. AM-Softmax function is improved 

by adding the Angle boundary to the traditional Softmax 

function, which is easier to calculate and has better 

performance. It is often used in multi-classification 

processes and can map the output of multiple neurons 

into the (0, 1) interval; the target sample obtained by 

using network prediction belongs to each classification. 

Equation (9) depicts the Softmax computation 

procedure. 

 cos
1 1

log log
1 1

1 1

T W fW f y yy ii i iin ne e
LS T TW f W fn ni ij i j ic ce ej j



    
 

  

 

In Equation (9), n denotes the quantity of categories of 

the total; f denotes the input to the last fully connected 

layer; fi is sample i; Wj is the weight vector of column j 

of the last fully connected layer. The calculation process 

of A-Softmax is shown in Equation (10).  

(4) 

(5) 

(6) 

(7) 

(8) 

(9) 
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1
log

1 cos

1,

f yi in e
LS

n i f fy yi ii ice e
j j yi

 

  

 
 
 

   
   
   

  


   

 

In Equation (10), ѱ(θ) represents the piecewise function, 

which can be specifically expressed as Equation (11).  

 
       1 cos 2 cos 1

, ,
1

k
m k kk

m m

   
  



   
 



 
 
 

 

In Equation (11), m usually represents an integer with a 

value greater than 1 and is used to adjust the distance 

between features; 𝜆 represents a hyperparameter used to 

control classification boundaries to avoid network 

divergence. In this study, a specific ѱ(θ) function is 

further used to introduce an additional boundary to the 

Softmax loss function.  

  cos m     

In Equation (12), ѱ(θ) is a monotonically decreasing 

function compared to the traditional definition, and is 

simpler and more intuitive. In Equation (11), m  is used 

to multiply θ, but in Equation (12), cos θ-m is used. The 

angular distance is calculated in Equation (11), while the 

cosine distance is calculated in Equation (12). Since the 

inner product of W and f is obtained in the network, if 

cos (θ-m) needs to be optimized, it will involve the 

inverse trigonometric function, which increases the 

calculation amount and makes the process slightly 

cumbersome. Therefore, cos θ-m is chosen instead of 

cos (θ-m). The feature weight vector and the fully 

connected layer are normalized, and cosine similarity is 

employed to obtain the distance measure, and a 

hyperparameter s is added as a scaling factor, then 

Equation (13) indicates the loss function. 

 

 

cos
1

log
cos1 cos

1,

1
log

1

1,

s myin e
LAMS

n s mi sy ji ce e
j j yi

Ts W f my iin e

T Tn i s W f m sW fy i j ii ce e
j j yi



 

 
 
 

 
 
 

 

  
  

   

 

  
  

   

 

Figure 6 shows the boundary comparison between the 

traditional Softmax loss function and the AM-Softmax 

loss function in two dimensions. Among them, the 

distribution of the eigenvector after normalization is a 

circle. The vector P0 represents the boundary of the 

traditional Softmax loss function. The AM-Softmax loss 

function is different in that its boundary is a marginal 

region rather than a single variable. AM-Softmax loss 

function makes the intra-class variance decrease and the 

inter-class distance increase. 

1W

2W

0P
1P

2P
Classification center

Softmax classification boundaries

Target region

AM-Softmax classification boundaries

 

Figure 6. Comparison of the boundary between Softmax and AM-

Softmax in two dimensions. 

Due to the structural similarity between the training 

set for pedestrian recognition and the training set for 

image classification, the training set for pedestrian 

recognition does not match the pedestrian ID in the test 

set, so the traditional image classification method 

cannot be used to solve the problem of pedestrian 

recognition. Therefore, pedestrian recognition can be 

regarded as an image retrieval problem, which is 

processed by KNN algorithm in this study. Figure 7 is a 

schematic diagram of KNN algorithm. 

Feature 1

Fe
at

ur
e 

2

Most likely class

 

Figure 7. KNN algorithm diagram. 

Firstly, the target pedestrian sample to be identified 

is set as p, and the candidate pedestrian sample set 

contains N candidate pedestrian samples, which are 

denoted as G={giǀi=1, 2, …, N}. Firstly, the feature 

expressions p and G of all samples in fp and 
igf  are 

obtained by using the deep network proposed above, 

and the Euclidean distance d(p, gi) between p and gi is 

further calculated. By sorting this distance, you get a 

sorting table        0 0 0
, , , , , , ,1 2 1L p G g g g d p g d p giN i     . 

However, due to the different changes of light, Angle, 

obstacles and posture in the actual image data, the 

correct matching result may be in a relatively backward 

position, so it is necessary to reorder it to further 

improve the accuracy of pedestrian recognition. 

Therefore, this study adopts KNN algorithm to reorder 

them, and defines N(p, k) as the nearest k neighbor of p.  

     0 0 0
, ... , ,1 2N p k g g g N p k kk   

In Equation (14), if A is similar to B, then B must also 

be similar to A; therefore, the k nearest neighbor R(p, k) 

of the target p is further defined as shown in Equation 

(15). 

(10) 

(11) 

(12) 

(13) 

(14) 
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        , , ,R p k g g N p k p N g ki i i     

In Equation (15), p and gi are neighbors. It is obvious 

that the k nearest neighbor is closer to p than the k 

nearest neighbor. Therefore, the 
1

2
𝑘  mutual nearest 

neighbor 
1

,
2

R q k
 
 
 

  of each candidate sample q in p’s 

mutual nearest neighbor R(p, k) is further used to extend 

R(p, k) to make it a more robust R*(p, k). The specific 

conditions are shown in Equation (16).  
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After the above processing, R*(p, k) contains more 

samples similar to the candidate samples than R(p, k). 

This expansion process can add more positive samples 

to, R*(p, k) which helps to enhance the precision of 

pedestrian recognition. To determine whether a 

particular pedestrian is present in a picture, pedestrian 

recognition employs computer vision techniques. Firstly, 

the target detection technology is used to detect the 

pedestrian target that appears in the camera monitoring 

field for the first time. The second step is feature 

learning, that is, feature extraction of the pedestrian 

image information obtained through the deep network. 

The third step is similarity learning, mainly by learning 

the distance measurement function between pedestrian 

features, and using it to obtain the similarity between 

pedestrian features, so as to realize the target recognition 

of pedestrians. Its system framework is shown in Figure 

8. 

Video frame

Pedestrian 

detection

Feature extraction

Image 

preprocessing

Similarity 

learning judgment

Is it the same 

pedestrian?
 

Figure 8. Pedestrian identification system framework. 

In the field of pedestrian target recognition in public 

places, an algorithm framework based on representation 

learning and similarity learning is adopted. The 

algorithm uses CNN to extract features from pedestrian 

images. The multi-layer structure of CNN can 

automatically learn the representative features of 

pedestrians from large data sets, which not only 

improves the feature extraction ability of the model, but 

also simplifies the complexity of the learning process. 

In order to enhance the robustness of the extracted 

features, the SVD algorithm is introduced to construct 

the FEN. By removing the redundant information of the 

data and strengthening the key features, the obtained 

features are guaranteed to have high recognition 

accuracy and stability in different environments. In 

addition, the AM-Softmax function was adopted to 

optimize similarity learning, increasing the spacing 

between classes by introducing a boundary at the 

decision margin, thereby improving the discriminant 

efficiency of the model. Finally, the pedestrian image 

retrieval task is realized by the K-NN algorithm, which 

retrieves the target pedestrian image by direct 

comparison of feature similarity. This method provides 

fast and efficient re-recognition capability without 

explicit learning of discriminant function. 

For the model parameter optimization problem, the 

CNN structures involved, such as the convolutional 

layer, the fully connected layer and the parameters of 

their associated activation functions, need to be fine-

tuned in order to achieve the best performance in multi-

level feature learning. In addition, the SVD method is 

used to further construct and refine the FEN, in which 

additional parameters such as dimensionality reduction 

need to be adjusted according to the characteristics of 

the data set to improve the strength and robustness of 

feature expression. The AM-Softmax function is used in 

similarity learning. Adding marginal parameters can 

enlarge the classification interval and improve the 

discriminating power of learning. The optimization of 

this parameter requires a series of experiments to 

evaluate its impact on classification performance, and 

consider combining cross-validation and other 

techniques to refine its value. As another important 

parameter that affects the efficiency and effect of the 

retrieval, the choice of K value of the K-NN algorithm 

must also be determined by experimental design to 

adapt to the data sets with different sizes and 

characteristics. 

For the model training problem, the core training goal 

is to minimize the image feature distance of the same 

pedestrian and maximize the image feature distance of 

different pedestrians. The loss function used is designed 

to reflect this and improve the recognition performance 

of the model by ensuring that the distance between the 

feature vectors of the same pedestrian images is smaller 

than the distance between the feature vectors of different 

pedestrian images. The algorithm uses the architecture 

of twin network to evaluate the similarity of features by 

calculating the Euclidean distance between a pair of 

images. Each pair of input images may represent the 

same pedestrian or different pedestrians, annotated with 

data labels. The contrast loss function is used to train the 

twin network, which is designed based on minimizing 

(15) 

(16) 
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the distance between identical pedestrian pictures while 

making the distance between different pedestrian 

pictures exceed a preset threshold. 

In the training process, CNN is first used to learn 

features from pedestrian images, and these features are 

optimized by contrast loss function, so that the 

algorithm can distinguish different pedestrians. The 

twin network architecture is used to process pairs of 

images and train the model by minimizing the distance 

between the same pedestrian images and maximizing 

the distance between different pedestrian images. SVD 

is used to improve the feature representation of fully 

connected layer weights and reduce overfitting. The 

DenseNet network architecture was chosen to enhance 

feature passing and reduce network parameters. The 

whole training is an iterative process until the algorithm 

shows good performance on the verification set. 

Throughout the process, techniques such as early 

stopping, regularization, and data augmentation may 

also be employed to improve model generalization. 

4. Evaluation of Pedestrian Target 

Recognition Algorithms in Public Places 

Based on Representation Learning and 

Similarity Learning 

This study optimizes the pedestrian recognition 

algorithm based on DL from two perspectives of 

representation learning and similarity learning. To test 

the actual effectiveness of the constructed model and 

verify its effectiveness in practical application, two 

public mainstream pedestrian recognition data sets were 

selected to train and test the algorithm. Market1501 and 

Chinese University of Hong Kong datasets (CUHK03) 

were selected for the experiment. There is no overlap 

between the training set and the rows in the test set in 

the two datasets. The photos in these data sets reflect the 

challenges faced in the actual pedestrian recognition 

scene, such as the impact of uncertain factors such as 

light, Angle, obstacles, distance and posture on the 

visual images of pedestrians, taking into account inter-

class differences and intra-class changes, so that the 

algorithm can be evaluated more reasonably and 

objectively. The quality of the training set directly 

affects whether the algorithm can accurately identify the 

target. High-quality data sets should cover a wide range 

of situations, allowing algorithms to learn more 

generalized feature representations. If the quality of the 

data set is poor, such as a single sample, inaccurate 

labeling, or insufficient sample size, the algorithm may 

only perform well on the training set and cannot adapt 

to new or unseen data, which is the phenomenon of 

overfitting. Overfitting means that the algorithm is over-

sensitive to the training data, captures the noise and 

contingency in the training data, and fails to grasp the 

essential characteristics of pedestrian recognition, 

which will lead to the performance of the algorithm in 

practical applications. Therefore, ensuring the high 

quality of the data set can not only improve the overall 

performance of the algorithm, but also reduce the risk of 

overfitting, making the algorithm more robust and 

reliable in the face of diverse real-world data. 

In this study, Attribute-Person Recognition network 

(APR) and Re-Ranking (RR), which are also DL-based 

pedestrian recognition algorithms in recent years, are 

further selected for analogy. Experiments of all 

algorithms proposed in this study are completed by 

calling python and MATLAB interfaces in the DL 

framework Caffe, and the specific software and Table 1 

shoes the hardware environments of the experimental 

platform. 

Table 1. Experimental software and hardware environmental 
parameters. 

Software and hardware 

environment name 
Parameter specification 

Device type DL server 

Processor Intel(R) Xeon(R) CPU E5-2640 v4@ 2.40Ghz 

Graphics card Nvidia GTX 1080 Ti 11G *2 

Internal memory 80GB 

Operating system Ubuntu 14.04 

Experimental platform 
Caffe, Python 2.7.12(Anaconda 4.2.0), 

MATLAB R2015b 

In Figure 9, firstly, the convergence of several 

algorithms is tested and compared. In the training 

process, the improved algorithm can converge faster to 

reach the target precision value and the best Loss value 

faster; It only needs to be iterated 19 times, which is 6 

times and 11 times ahead of the APR algorithm and RR 

algorithm respectively. The improved model has a 

simpler training process and its convergence is better 

than the APR algorithm and RR algorithm. 

 

  

a) Error. b) Loss. 

Figure 9. Convergence of three algorithms. 
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The Mean Squared Error (MSE) and Mean Absolute 

Error (MAE) values of the three algorithms are 

compared to evaluate their error performance in practice. 

In Figure 10, the MSE value of the proposed algorithm 

reached 0.31, which was 0.12 and 0.37 lower than that 

of the APR algorithm and the RR algorithm, 

respectively. The MAE value reached 9.38, which was 

0.38 and 0.81 lower than the APR algorithm and RR 

algorithm, respectively. This indicates that the algorithm 

proposed in this study has a lower error value. 

 

  

a) MSE. b) MAE. 

Figure 10. MSE and MAE of three algorithms. 

In Figure 11, F1 and Recall values of the three 

algorithms are evaluated using data sets. Among them, 

F1 of the algorithm proposed in this study has the fastest 

growth, with the highest value reaching 0.949, which is 

0.006 and 0.019 ahead of the APR algorithm and RR 

algorithm, respectively. The recall value reached 0.948, 

which was 0.011 and 0.018 higher than the APR 

algorithm and RR, respectively. 

 

  

a) F1. b) Recall. 

Figure 11. F1 and recall of three algorithms. 
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Figure 12. Precision/recall of three algorithms. 

In Figure 12, to measure the efficiency of the model, 

the accuracy rate/recall rate curve was established. With 

the increase of recall rate, the accuracy rate of the 

proposed algorithm declines slowly, while the accuracy 

rate of the APR algorithm and the RR algorithm declines 

more obviously. The curve of the extraction algorithm 

in this study is always the highest, so it can be concluded 

that the comprehensive performance of the extraction 

model is superior to APR and RR. 

In Figure 13, to further evaluate the fit degree of the 

three algorithms, simulation experiments are conducted 

using data sets. The fit degree of the improved algorithm 

in this study reaches 0.982, which is higher than that of 

the APR and RR algorithms by 0.048 and 0.101 

respectively. This study’s model has better practical 

significance in practice. 

 

 
  

a) Algorithm of this study. b) APR. c) RR. 

Figure 13. Fit of three algorithms. 
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In Figure 14, several algorithms are trained by 

constraints to compare their rank-1 accuracy with the 

variation trend of mAP value. After the first round of 

constraint training, the rank-1 accuracy and mAP 

accuracy of the proposed algorithm increase rapidly. 

However, it can reach the highest value after two rounds 

of Progressive Reinforcement Iteration (PRI) training, 

and then fluctuate slightly. The APR algorithm and RR 

algorithm need to reach the highest value in the third 

round of PRI training, indicating that better convergence 

performance is achieved by the approach suggested in 

this work. Finally, the rank-1 accuracy of the suggested 

model achieves 85.90%, which is 0.2% and 0.4% higher 

than APR algorithm and RR algorithm, respectively. 

The mAP value of the suggested model achieves 65.4%, 

which is 0.3% and 0.7% higher than APR algorithm and 

RR algorithm, respectively. 
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Figure 14. Rank-1 and mAP of three algorithms. 

To further test the superiority of the model, this 

research selects other popular pedestrian recognition 

algorithms such as Pose Sensitive Embedding (PSE), 

Pose algorithm, Singular Value Decomposition Network 

algorithm (SVDNet), MultiLoss algorithm, You Only 

Look Once version 4 (YOLOv4) [11] and Mask Region 

Convolutional Neural Network Model Based on 

Attention Mechanism (MRCNNAM) [19]. Test data 

sets are used to compare rank-1 accuracy values, mAP 

accuracy values, Relative Robustness (RR), Relative 

Generalization (RG), and Relative Scalability (RS). In 

Table 2, the rank-1 accuracy of the algorithm proposed 

in this study reaches 89.58%; its mAP accuracy also 

reached 72.48%, which was the highest value. At the 

same time, the proposed model has the best relative 

robustness, generalization and expansibility. This means 

that the study’s model possesses a higher precision 

value and can be more accurate in pedestrian 

recognition. 

Table 2. The comparison results of nine algorithms on the test set. 

Algorithms Rank-1(%) mAP (%) RR(%) RG(%) RS(%) 

APR 84.97 64.44 71.27 65.27 77.14 

RR 82.75 63.84 73.47 66.94 78.24 

PSE 85.42 61.67 76.28 69.62 79.51 

POSE 81.95 65.34 78.39 75.14 80.36 

SVDNet 83.45 66.84 79.97 76.84 81.95 

MultiLoss 84.28 67.51 82.14 77.28 82.84 

YOLOv4 85.12 68.71 84.65 79.34 83.49 

MRCNNAM 87.25 69.63 86.25 81.41 84.62 

Algorithm of this study 89.58 72.48 91.24 85.29 86.97 

In Table 3, the average accuracy rate, average false 

positive rate and evaluation false negative rate of several 

algorithms are tested using the actual scenario. The 

average accuracy of the suggested model achieves 

98.8%. The average false alarm rate is 2.1%. On the 

other hand, the average failure rate is 0.2%, which is the 

best performance in several values. In summary, 

suggested model is advanced to a certain extent, and it 

is also verified that the proposed algorithm can work 

together with popular target detection algorithms and 

target tracking algorithms in the actual constructed 

scene, and has better performance than other algorithms. 

Table 3. Average accuracy, false alarm rate and missing report rate 

of nine algorithms. 

Algorithm 
Average 

accuracy/% 

Average false 

alarm rate/% 

Average missing 

report rate/% 

APR 95.8 4.3 6.1 

RR 93.4 5.8 7.9 

PSE 92.4 6.2 7.1 

POSE 91.8 7.4 8.1 

SVDNet 94.6 5.9 6.9 

MultiLoss 95.5 4.8 6.2 

YOLOv4 96.7 3.5 4.9 

MRCNNAM 97.2 3.1 2.7 

Algorithm of this study 98.8 2.1 0.2 

5. Discussion 

The representation learning adopted in the study is a 

common way to automatically discover data 

representations in order to better identify or classify data. 

Similarity learning is concerned with learning a task so 

that the algorithm can judge the similarity between 

different data points. Saho et al.’s [15] method of 

combining Doppler radar with CNNs, which is actually 

an application of representation learning. They use radar 

data to enhance visual information to provide a more 

comprehensive representation of the data, which 

facilitates pedestrian identification in complex 

environments. Sumari et al. [16] used a full-frame 

person recognition device, which may rely on the 

extracted full-frame features for recognition. This is also 

an application scenario of representation learning, in 

which the performance is improved by learning to 

recognize the features of the entire screen. The night 

pedestrian recognition technology highlighted by Ogura 

et al. [14] Adapts to the low-light environment through 

image conversion, which also relies on representation 

learning, because it is necessary to extract feature 

representations that can work effectively at night 

through the network. The multi-task learning method of 

Li et al. [10] combines pedestrian attributes and 

identities. In fact, this method uses additional label 

information to enhance the differentiation ability of 

representations under the framework of representation 

learning. The real-time pedestrian recognition system of 

Dow et al. [5] combines DL classifier and zebra crossing 

recognition, which is also a manifestation of 

representation learning, and improves the accuracy and 

speed of real-time recognition by jointly learning 



Pedestrian Target Recognition Algorithm in Public Places Based on Representation …                                                           391 

multiple features and scene information. 

In the field of public safety, the research algorithm 

can extract the characteristics of pedestrians through 

cameras or other sensors and identify their identity or 

behavior pattern, which is used for real-time monitoring 

of crowded areas such as airports, stations, shopping 

malls, etc., so as to timely detect suspicious behavior or 

manage emergency situations. For autonomous driving, 

research algorithms can help vehicles more accurately 

identify and track pedestrians, even in the complex and 

changeable urban traffic environment, can also improve 

the safety of driving and reduce the risk of accidents. In 

general, the research content has important value in 

ensuring personnel safety and improving traffic 

management efficiency. 

Although the human object recognition algorithm 

performs well in laboratory conditions, its performance 

in real-world variable environments still needs to be 

evaluated. Specifically, in real-world applications, 

pedestrian target recognition faces a variety of 

challenges, including but not limited to lighting changes 

in different environments, various types of occlusion, 

and changes in human posture. These factors are likely 

to affect the performance of the algorithm, especially 

when the pedestrian target is in a crowded or complex 

background. Future research will focus on improving 

the adaptability and robustness of the algorithm in 

various environments. Further work will include 

optimizing the algorithm to solve problems such as 

occlusion and complex lighting variations in real-world 

scenarios, and testing it on larger data sets to confirm 

the algorithm’s performance in real-world applications. 

Possible directions include introducing techniques such 

as color space conversion and dynamic range 

compression to deal with image recognition under 

extreme lighting conditions. 

6. Conclusions 

Crime in today’s society cannot be ignored and is 

always difficult to contain. Therefore, based on cameras 

placed in public places, this paper constructs a 

pedestrian recognition algorithm based on 

representation learning and similarity learning. In this 

method, the FEN based on CNN is adopted, and the 

pedestrian feature parameters are extracted by 

representation learning. At the same time, similarity 

learning is used to calculate the similarity measure of 

features, so as to realize the recognition of pedestrian 

identity. In this study, the algorithm can reach the best 

state only 19 times of conventional training; F1 value 

and Recall value increased rapidly, with the highest 

values reaching 0.949 and 0.948, respectively. The fit 

degree reached 0.982. The MAE and MSE values were 

0.31 and 9.38, respectively. It also performed well in 

restraint training, only two rounds to achieve the best. 

The final rank-1 accuracy and mAP accuracy reached 

89.58% and 72.48%, respectively. The accuracy 

rate/recall rate curve of the suggested model in this 

study also performs well, and it is the best curve overall. 

In the final simulation experiment, the proposed 

algorithm can be well combined with the current 

mainstream pedestrian target detection algorithm and 

pedestrian tracking algorithm, indicating that its 

practicability is good. It achieved 98.8 percent accuracy, 

2.1 percent false positives and 0.2 percent false positives. 

The relative robustness reaches 91.2%, the RG reaches 

85.29, and the RS reaches 86.97%. The algorithm in this 

study has made remarkable progress in processing speed 

and recognition accuracy, which is of great significance 

for the real-time monitoring system in the field of public 

security. However, despite its excellent performance in 

a laboratory setting, the algorithm’s adaptability in 

diverse and dynamically changing real-world scenarios 

remains to be further validated. Going forward, research 

will continue to focus on the adaptability and robustness 

of algorithms in a wider range of environments. Further 

work will include optimizing the algorithm to handle 

issues such as occlusion, lighting changes in more 

complex scenes, and testing it on larger data sets to 

verify its actual performance in real-world applications. 
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