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Abstract: Digital forensics is a critically important area of study dealing with the identification and combating of cyber threats 

in contemporary networked environments. In this paper, we investigate the possibility of utilizing Large Language Models 

(LLMs) to examine network traffic categorized as risky according to the University of New South Wales-Network-Based 2015 

(UNSW-NB15) dataset. The study employs a multi-phase methodology that combines forensic analysis, evidence extraction, 

security recommendations, contextual evaluation, and detailed reporting. The results demonstrate high accuracy and qualitative 

performance across tasks. Automated metrics illustrate the forensic analysis with 95% accuracy, and evidence extraction with 

94% precision and 95% coverage. Subjective self-assessment, followed by reviewing 100 examples processed through ChatGPT, 

shows that outputs have a very high level of clarity (5 out of 5) and relevance (4.5 out of 5). These results highlight the 

revolutionary role of LLMs in digital forensics with respect to precision, scope, and readability. 
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1. Introduction 

Today, there is nothing more dangerous in the world of 

cybersecurity than cybercrime, which poses a 

significant threat to individuals, enterprises, and 

authorities [1]. Over the years, the technologies in use, 

as well as the intricacies of cybercriminal activity, have 

advanced. Therefore, identifying and interpreting 

electronic data is a task for the discipline of digital 

forensics, which has gained greater importance [18]. 

Previous techniques in digital forensics have been 

largely reactive, relying on systems and processes that 

often result in lengthy detection and analysis of 

cybercrimes [20]. This is a critical downside; as timely 

action could help prevent or limit damage or loss [11]. 

Agile is a proactive and adaptable strategy for 

addressing cybercrime, employing Agile principles to 

formulate dynamic solutions that can swiftly adjust to 

evolving cyber threats. This paradigm is grounded in 

ongoing surveillance, iterative assessment, and prompt 

reaction to prospective assaults prior to their 

manifestation or during their incipient phases. Given the 

emergence of sophisticated cyberattacks, there is an 

urgent need for nimble, proactive instruments and 

methodologies within the realm of digital forensics [16]. 

The incorporation of artificial intelligence, particularly 

Large Language Models (LLMs), into digital forensic 

practices have the potential to fundamentally transform  

 

the discipline [6]. LLMs, such as those developed by 

OpenAI, are engineered to comprehend and generate 

text akin to human language [4], rendering them 

exceptionally equipped for the analysis of intricate data 

patterns and the rapid generation of actionable insights 

[15]. This paper discusses the possibility of 

incorporating LLMs into an Agile proactive cybercrime 

evidence analysis model. This proposed framework 

seeks to positively transform the speed and accuracy of 

investigative efforts while enhancing the efficiency of 

the speedy detection, examination, and documentation 

of computer evidence in cybercrime cases. It will be 

shown that through the implementation of these 

advanced technologies, the overall digital forensic 

methodologies can shift from being a reactive discipline 

to one that proactively understands cyber threats before 

they are fully realized. 

Despite progress in digital forensic technologies [2], 

a notable challenge persists: the time duration it takes 

for a cybercrime to be committed, identified, and 

investigated [5]. Traditional practices often require 

significant manpower to execute certain procedures, 

which may slow down the process of acquiring and 

analyzing evidence [10]. This delay not only hinders 

investigations but also reduces the likelihood of 

successful prosecution. Moreover, currently established 

forensic instruments face challenges with the complex 

and vast data processed and shared on digital platforms 
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[19]. These tools often lack the capacity to rapidly 

integrate this data within the context of a cybercrime, 

resulting in analysts having to filter through extensive 

amounts of potentially irrelevant information [12]. 

It is imperative to implement a new, dynamic, and 

responsive model that mobilizes the use of advanced 

technologies to increase not only the speed and efficacy 

of actions toward identifying cybercriminal activities 

[8] but also the scientific credibility of the procedures 

used [21]. The application of LLMs might help to fill 

this gap and offer new approaches that correspond to the 

continuously shifting and developing nature of 

electronic criminal investigations [23]. 

 In consideration of the challenges that have been 

delineated, the principal paper inquiry engaged by this 

investigation is:  

• How can LLMs enhance the flexibility and initiative 

of cybercrime evidence investigation in the context 

of digital forensics? 

Based on this primary paper question, the analysis of 

specific goals oriented toward addressing the paper 

paradox is determined. 

1. To determine the capability of LLM when working 

with big data and in digital cybercrime 

investigations. 

2. To determine the extent to which models can be 

applied to improve data interpretation and evidence 

collection, ultimately contributing to the efficiency 

and accuracy of cybercrime investigations. 

However, this paper will also seek to evaluate the 

efficiency and reliability of LLMs in providing accurate 

and timely intelligence information from computer 

evidence. Forensic Tool Integration based (FTI) and 

conventional approach will be used to analyze the 

effectiveness of the proposed model between the two. 

Last but not least, the goal is to create a repository of 

recommendations and policies for Language Forensic 

Model (LFM) practitioners concerning the use of LLMs 

in cybercrime investigation processes. This involves 

recommendations concerning training, practice 

application, and evaluation for ensuring the long-term 

applicability of LLM technologies to standard forensics. 

The rest of the paper is organized as follows: Section 

2 provides a literature review on Agile forensics and 

LLMs in cybersecurity. Section 3 discusses the methods 

used in this paper, including evidence extraction, 

recommendation, and report generation. Section 4 

examines the results of the study, comparing automated 

metrics and manual evaluations across various 

activities. Section 5 summarizes the main findings, 

outlines the benefits of the proposed model in digital 

investigation, and discusses potential future 

developments. 

2. Literature Review 

Considering the prior literature, it is possible to identify 

both the drastic improvement in the sphere of digital 

forensics and crucial gaps in the capacity of the existing 

approaches in dealing with sophisticated cyber threats. 

Flexibility in the context of digital scenarios is the 

capacity to achieve significant changes in response to 

new threats encountered in the sphere of cybersecurity. 

Puzis et al. [17], stressed on the need to promote agile 

methods by which the forensic processes can match up 

to rapidly evolving cyber threats. That is how Agile 

methodologies help forensic teams become more 

adaptive and proactive at the same time and develop 

their tactics in parallel to threats. This versatility is 

important because traditional approaches are not very 

effective because of the constantly evolving threats of 

cyber-criminal activities. Finally, agility brings about 

the principles of flexibility and collaboration, flexibly 

important when handling complications in the 

cybercrime cases. Applying the concept of agility 

allows teams to operate in cycles making changes as 

more information is received. Such methodology does 

not only enable a quicker approach to conducting an 

investigation but also guarantees wider reach with 

regards to identifying the possible risk factors that can 

be exploited. These methodologies can clearly mitigate 

these delays since they nurture a culture that embraces 

change and short, succinct iterations. However, agility 

in digital forensics has challenges; these are the 

enhancements of these methodologies within the current 

structures of forensic models. It means that the 

utilization of agile techniques requires the change in 

organizational culture and in some cases, the change of 

teams to include more of agile workflow approach. This 

then can sometimes be met with some form of resistance 

especially if the transformation is targeting an 

organization or department that operates in a structured 

format. 

AI holds disruptive innovative value for digital 

forensics while still being confined by existing 

paradigms. The authors Jacob et al. [14] explain that 

mundane functions can be performed by AI 

technologies so that human analysts do not have to, 

large data sets can be managed and analyzed, and the 

accuracy of digital evidence will increase. However, 

adoption of these technologies in integration with 

conventional forensic approaches has been a bit slow 

than expected, largely due to technical and 

organizational factors despite the capability of 

improving detection and attribution in digital forensics 

through AI-based automation of evidence capture, 

processing, and analysis, the integration of these 

technologies into existing organizational approaches 

have featured significant technical and organizational 

challenges. They have made investigations time much 

shorter, and the chances of identifying the culprits to be 

much higher than it used to be before. Besides, in the 

case of using AI algorithms in forensic practice, more 

patterns and anomalies not seen by an investigator can 

be found and contribute to a higher level of precision 
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and results of forensic work. Nevertheless, the forensic 

use of innovative AI has a few challenges such as data 

privacy concerns, vagueness of algorithms, and 

difficulty due to integration of AI with current lengthy 

systems. It is also important to have professionals who 

can take charge of the systems with Artificial 

Intelligence. These are issues that need constant 

investigation and innovation and integration of efforts 

from both technologists and forensic analysts. 

An equally relevant study by Usman et al. [22] 

hinges on the promotion of machine learning in digital 

evidence assessment and affirms the increase in 

investigation speed and accuracy of investigations, still, 

the existence of problems, for example replication data 

bias and human supervision. Soon, objects will require 

connection with each other, meaning that such devices 

can also collect personal data and a variety of security 

threats, increasing cybercriminal activity. New 

strategies of cyber security that can identify hostile IP 

addresses before connection needs to be established to 

prevent cybercrimes. The best method of profiling the 

behavior of security threats to the cyber-physical system 

include the IP reputation system. Current reputation 

systems are not very effective for the following reasons, 

high administrative coast, higher false positive rate, 

more time consuming, and consider a limited number of 

source data for IP address reputation claims. In this 

regard, we have introduced a new, technically proved 

hybrid solution which integrates data forensics, 

Machine Learning (ML), threat intelligence, and 

dynamic malware analysis to resolve these problems. 

The Decision Tree (DT) technique is incorporated in 

behavioral analysis of Internet Protocol commenced 

from big data forensics to classify closely related zero-

day attack and to predict the reputation of an IP address 

at the pre-acceptance stage. The method followed in the 

present work suggests the identification of big data 

forensic problems and at the same time calculates the 

confidence and lifespan of the data and the severity and 

risk score associated with the data. Two methods are 

used to evaluate the proposed system: Firstly, we 

compare the respective ML techniques in order to 

achieve the highest F-measure or precision and recall 

ratings; secondly, we compare the whole concept of the 

reputation system with the already existing reputation 

systems. Moreover, it can also be avoided that the 

notorious security weaknesses that today’s rudimentary 

reputation engines failed to detect.  

A similar work by Al-Mousa [3] on proactive digital 

forensic models reveals that such approaches are grossly 

underdeveloped, especially with regard to predictive 

perspectives. It is therefore important to note that given 

the increased use of IoT applications across the globe a 

large amount of data is produced and processed. 

Therefore, the amount of electronic information that 

needs to be processed in the case of a cybercrime is 

huge. Thus, the measures devoted to security issues take 

more time and efforts to be implemented. The analysis 

stage is thus a critical and complex one in solely digital 

forensic investigations. In this study, an initial 

comprehensive proactive strategy for the Internet of 

Things cybercrime assessment is presented. Moreover, 

the methodology is aimed at the preliminary 

classification of the evidence relevant to prior offences, 

importance of the evidence in reference to the 

cybersecurity threat, and the gravity of the evidence in 

relation to the likelihood of a cybercrime occurrence. 

The automated forensic investigation procedure is 

expected to time and effort with this methodology. 

As shown in Table 1, prior work focused on AI-

driven forensics (e.g., [14, 22]) but lacked integration 

with LLMs for real-time analysis. While existing studies 

highlight AI’s role in forensics [3, 14, 22], none explore 

LLMs’ potential for agile, proactive evidence 

extraction. Our work bridges this gap by proposing a 

dynamic LLM-based framework tailored for cybercrime 

investigations.” 

Table 1. Summarize key studies. 

Study Methodology Key findings Limitations 

Jacob et al. [14] 
AI for data 

analysis 

Improved evidence 

accuracy 

No real-time 

application 

Usman et al. [22] 
ML for IP 

reputation 

Faster threat 

detection 

Bias in training 

data 

Al-Mousa [3] 
Proactive IoT 

forensics 

Early threat 

classification 

Limited to IoT 

environments 

Husak et al. [13], present a description of the current 

reactive models as was already discussed, describe 

various aspects of the predictive methods in cyber 

defense and present three modern approaches to 

exemplify how they fail in anticipative handling of the 

cyber threats that align with the need for better 

correspondence of the method. The first method predicts 

continuing cybertrends in similar ongoing cyberattacks 

through the use of data mining to analyze typical attack 

patterns. The second method involves forecasting the 

risky malevolent actors using a dynamic network entity 

reputation score. The third method predicts network 

attack rates using time series analysis. In addition to the 

comparison of the approaches and to illustrate how 

predictive analysis may be used in current and future 

paper and cyber security practice this paper presents a 

novel evaluation of each of the three types of 

approaches in the context of an intrusion detection alert 

sharing platform. Thus, based on the results of our 

experiments, all three methods showed high levels of 

potential accuracy and significantly satisfactory levels 

of technological readiness for a combination of 

experimental use in an operating environment. 

However, these two methods are useful for the 

predictive blacklisting, especially that the projection 

technique gives more detailed result, although it is less 

expandable than the prediction technique. Being 

accurate and light in weight, the network security 

situation forecast does not reveal details of situations 

expected to happen.  

Still, an investigation by Dragonas et al. [7], reveals 
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that there is a significant paper gap given that there 

exists limited evidence of enacted elaborate models with 

and or incorporating LLMs to mesh with forensic 

protocol. For instance, there is an AI ChatGPT from 

Open AI that gained millions of users within months of 

its release to the public. However, thus far, there is no 

application that became as popular as OpenAI’s 

ChatGPT became. OpenAI introduced its ChatGPT 

application mobile last year. Sadly, until today, even 

open source and commercial tools cannot analyze this 

application, which is used in number of applications, 

including, maybe, malicious ones. However, the 

information this program saves like JSON files, which 

the customer uses to describe their conversations with 

ChatGPT, can be very important to apportion 

responsibility for user actions or behaviors, establish the 

offender’s knowledge, and purpose, as well as draw 

conclusions in real-life scenarios. This paper considers 

only the actual content that exists in the OpenAI’s 

ChatGPT mobile application for IOS and Android only, 

and the focus is mainly on any useful information that 

can be gleaned from it. Furthermore, considered are the 

other app-level cloud-native measurements which can 

be derived from requested user export data. The main 

purpose of this paper study is to identify actual case 

scenarios where investigators could effectively employ 

the particular mobile app and the artifacts discovered 

during the investigation. To assist these specialists, the 

writers have also participated in FOSS.  

Last of all, Dunsin et al. [9] stress that there is high 

demand for digital forensic models that should reflect 

both virtual advancements and real-life operational 

concerns LLM incorporation being one of the beneficial 

aims, the purpose is to present in detail what types of AI 

and ML are used in incident response and digital 

forensics. The paper is an investigation of current high 

impact paper projects that cover areas ranging from data 

collection and data recovery, timeline reconstruction, 

big data analysis, pattern analysis, preservation of the 

chain of custody, and staging reactive strategies against 

hacker attacks. This undertaking goes further to explore 

and discover how these approaches are addressing these 

essential fields of digital forensic practice. AI remains a 

promising tool for developing digital forensics, but the 

emerging challenges in terms of increasing database 

sizes and evolving criminal tactics require a continuous 

exchange and collaboration with work in this subject 

area. To better understand the role of AI and ML in this 

subject area and in addressing the paper questions, this 

paper investigates both the contributions and 

limitations, as well as the areas left unexplored in the 

current literature. To make future advances toward the 

augmented use of AI in the context of digital forensics 

and incident response, we identify and discuss many 

paper areas by further highlighting the need for strategic 

planning and paper in this area. Specifically, this paper 

focuses on the guidelines for AI and ML implementation 

in digital forensics and the information on the benefits, 

limitations, and implications arising from it for 

countering modern threats in the field of cybersecurity. 

Recent studies (e.g., [7, 9, 13]) emphasize predictive 

analytics in cyber defense but overlook LLMs’ natural 

language capabilities for forensic reporting. Our model 

addresses this by combining proactive analysis with 

LLM-driven automation. 

3. Methodology 

The following subsection provides a step-by-step 

account of the process of constructing a generic 

Forensic Detection and Analysis (FDA) model based on 

the University of New South Wales-Network-Based 

2015 (UNSW-NB15) dataset. To ensure rigorous and 

systematic evidence extraction, as well as coherent 

insights into clear security recommendations, a 

methodology based on LLMs was applied. Figure 1 

illustrates the working methodology used in this paper. 

 

Figure 1. The methodology. 

3.1. Dataset Description 

For this paper, the dataset used was the UNSW-NB15 

obtained from Kaggle which is widely used in network 

traffic analysis. This dataset has extensive information 

that relates to the natural environment of the networks, 

and has incorporated both the natural traffic as well as 

the attack traffic. This dataset is complex due to the 

nature of attack types including but not limited to the 
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following: Denial of Service (DoS), reconnaissance, 

exploits, among others. It features diverse attributes 

regarding networks that are protocol type, connection 

time, and the number of packets transmitted and 

received in addition, it is a great tool in data forensics 

and forensic evidence search. After an exhaustive search 

of the internet, you can directly visit by entering the 

following 

(https://www.kaggle.com/datasets/mrwellsdavid/unsw-

nb15). Table 2 shows the characteristics of the dataset. 

Table 2. Characteristics of the dataset. 

Dataset name UNSW-NB15 

Number of records 
Training data: 82,332 records. 

Test data: 17,000 records. 

Features Includes 45 

3.2. Data Preprocessing 

In the following part of the section, the practical 

measures for the preparation and analysis of the data are 

detailed. Due to the fact that the data in this case is fairly 

large and dispersed as Figure 2 below shows, it was 

required to preliminary check the data to guarantee the 

most correct and flawless analysis. 

 

Figure 2. Distribution analysis of the data. 

Records showing the label value as 1 which indicates 

the presence of offence related traffic was filtered for 

analysis. This step dealt specifically with records that 

are of criminal interest in an effort to enhance the quality 

of the analysis as well as the simplicity of the data. This 

led to the creation of a specific set of records whose 

accuracy boosted the efficiency of the used models and 

decreased the time which was needed to process them, 

all of which contributed to raising the accuracy of the 

results. 

In Big-science Large Open-science Open-access 

Multilingual Language Model (BLOOM LLM), the 

technical characteristics of every record in the data are 

converted into clear, human-understandable descriptive 

text, enabling the language models to more easily 

analyze forensic evidence. For example, the following 

text represents a description of a particular record: 

Traffic detected for the following parameters: Protocol: 

Transmission Control Protocol (TCP), State: FIN 

(Finish), duration of the connection: 2.3 seconds, sent 

packets: 15, Rcvd packets: 20. Attack type: DoS.” This 

optimization not only enhanced data readability but also 

facilitated subsequent phases of analysis for 

recommending features under suspicion and other vital 

forensic data most helpful for investigative purposes 

enhancing the efficiency of the analytical stages. 

The derived descriptive texts meant that there were 

several sections of analysis to include in order to address 

the forensic and security requirements. The first method 

deployed in the work started with the process of 

identifying the evil patterns within the texts via forensic 

analysis and collection through Text-To-Text Transfer 

Transformer Large Language Model (T5LLM) then 

proceeded through the second step of identifying the 

evidence behind each record. Based on the result, 

specific security recommendations were given together 

with the identified vulnerabilities and risks using the 

BLOOM LLM approach. For this purpose, the texts 

obtained from the analysis process were checked for 

credibility and quality by implementing GPT-Neo. 

Lastly, reports were prepared by integrating text and 

image data, analyzed findings, extracted arguments, and 

security recommendations using BLOOM LLM which 

guaranteed the combination of all case aspects. 

To reorganize the descriptive texts and the relative 

texts produced by the models into a structure, an 

approach was adopted to chop down the texts into basic 

elements and categories them into certain fields of the 

data frame. For instance, protocol type, state, time 

duration, number of packets transferred in and out and 

the kind of malicious activity detected, if any was 

extracted and tabularized. This format enables applying 

various criteria that define performance measurements 

including accuracy of performance, clarity of 

performance, relevant of performance and ability to 

inspire or provoke action. This also enabled the 

comparison between results in different models within 

the organization, as well as performance assessment in 

certain parameters, which made the evaluation more 

credible and accurate. 

3.3. Performance Evaluation 

Nevertheless, to check for the extensiveness and 

accuracy of the performed analysis, the LLM used was 

assessed against some basic performance benchmarks. 

These metrics included: 

1. Accuracy: indicates the level of accuracy of the 

results that are given by the model. 

2. Coverage: gives an analysis of how adequately each 

of the models addresses essential facets of the texts. 

3. Actionability: consecutively confirms the precision 

and adequacy of the presented recommendations. 

4. Execution time: records the span of time required to 

complete each model in order to analyze the texts. 

5. Linguistic quality: helps to make certain the texts are 

comprehensible and stylistically correct. 

6. The results were arrived at for each model after 
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applying the descriptive texts of the suspicious 

records and weightage based on these metrics was 

compared in quantitative terms. 

4. Results 

In this section the current state of development of the 

used LLMs is demonstrated and their performance 

analyzed in all stages of the forensic process. The 

described methodology was chosen to be rather strict 

and compare each model according to diverse 

parameters such as accuracy, relevance, language, and 

creativity. The results are designed to give a general idea 

of how efficient these models are in terms of identifying 

patterns of suspicion, identifying evidence, offering 

security suggestions, and creating detailed reports. The 

identification of areas that can be improved as a basis 

for better performance of models is the primary concern 

of the analysis carried out in this study. 

The findings reported in this study were gathered in 

a systematic and systematic manner by employing key 

performance indicators of automated analysis 

complemented with qualitative analysis. The 

methodology followed these key steps: 

4.1. Automated Metrics 

Objective measures were employed to obtain the 

performance predications of models automatically. 

These metrics included: 

1. Accuracy: computed by comparing their estimated 

values with true values on some tasks, like forensic 

analysis or evidence extraction, in the dataset. 

2. Precision and coverage: used in the evidence 

extraction step to determine the accuracy of 

information retrieved and the coverage of 

information. 

3. Execution time: captured during the pipeline run for 

each of the steps to determine the time taken to 

compute. 

4. Output lengths: regulated to make sure that the 

generated outputs were as concise as required to suit 

their intended use and at the same time had 

conforming formatting.  

These metrics offered a measure upon which to assess 

its effectiveness and productivity of the various stages. 

4.2. Manual Evaluations via ChatGPT 

For tasks that involved qualitative assessment, a manual 

process of evaluation was undertaken with support from 

prompt answers generated by ChatGPT OpenAI. The 

steps included: 

• Dataset Preparation: to overcome this problem, 100 

examples of the suspicious records were chosen for 

the study because they were varied in respect to 

different types of scenarios and patterns. 

• Evaluation Prompts: as for each of these examples, 

there were specific test stimuli given to ChatGPT that 

corresponded to the task as follows: Clarity, 

Relevance, Action, and Innovation. 

• Example: self-assessment: analyze the clarity and 

the relevance of the following forensic analysis 

output the score of simple vivid outcomes of each 

user appeal has ranged from 1 (poor) to 5 (excellent). 

• Systematic Scoring: afterwards, ChatGPT also 

provided ratings with regard to quality as well as 

qualitative feedback for each example given and such 

feedback was used to derive performance ratings. 

Such an approach made it possible to have a strong 

assessment of factors that could be hard to quantify 

using other automated systems. ChatGPT was chosen 

for the manual evaluations mainly because of the ability 

to bring different manuscripts for a completely impartial 

assessment. To eliminate subjectivity and possible 

variability within the questions, a single evaluation 

mechanism was used for all the examples provided 

above. 

Additionally, ChatGPT provided an opportunity to 

assess qualitative factors in a large quantity. This choice 

provided sufficiently wide coverage for the dataset and 

considered various types of attacks and their patterns 

involving a quantitative number of 100 samples. This 

method includes quantitative results while also offering 

personal approaches with subjectivity on overall 

pipeline performance evaluation. Every quantitative or 

qualitative measure identified was obtained 

systematically, making the collected data credible, valid 

and replicable. 

4.2.1. Forensic Analysis  

This was evidenced from the high performance 

displayed by the forensic analysis module of detecting 

the aforementioned patterns in textual data. The data 

used in the evaluation incorporates presented in Table 3. 

Table 3. Forensic analysis results. 

Metric Result 

Accuracy 95% 

Average relevance 4.5/5 

Average clarity 5/5 

The forensic accuracy was even closer to perfect the 

relevance of the descriptions was estimated as very 

high, 4.50/5 while their clarity was estimated as perfect, 

5.00/5. This shows the model’s capacity for converting 

complex technical information into actionable and 

easily comprehensible forensic information. 

Figure 3 illustrates the distribution of data rates 

across various attack categories. The horizontal axis 

represents the target groups, which in this context are 

different types of attacks, including “normal”, 

“backdoor”, “DoS”, and others. The vertical axis 

indicates the data rate, a numerical feature that 

quantifies the frequency or intensity of each attack type. 

This visualization helps in understanding the prevalence 
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and impact of different attack categories within the 

dataset. 

 

Figure 3. Attack categories. 

Figure 4 shows the Horizontal axis: which represents 

the target groups (in this case, protocol types such as 

“TCP”, “User Datagram Protocol (UDP)”, etc.,). 

Vertical axis: means the data rate, which is a numerical 

feature. 

 

Figure 4. Protocols distribution. 

4.2.2. Evidence Extraction 

The evidence extraction module emphasized the 

identification of key information from the input data. 

Table 4 presents the performance of evidence extraction. 

Table 4. Evidence extraction performance. 

Metric Result 

Precision 94% 

Coverage 95% 

Average conciseness 48.5 characters 

From the precision and coverage results, it proves 

that the extracted evidence is precise and relevant, 

lacking no important information. Moreover, the 

average length of extracted evidence proves the 

effectiveness of the model to be concise. 

4.2.3. Recommendation Generation 

In this step, implemented valuable and unique security 

strategies that were informed by the evaluated 

information as shown in Table 5. 

Table 5. Recommendation generation evaluation. 

Metric Result 

Average actionability 4.5/5 

Average innovation 3.5/5 

Average linguistic quality 5/5 

These considerations were actionable (all from the 

4th category, they are valuable and highly recommended 

(4.5)) and well-written (5). However, there is the hope 

for the improvement of the novelty of the suggestions it 

has received a rate of 3.5 out of 5. 

4.2.4. Context Evaluation 

In the context evaluation stage, the generated textual 

outputs were evaluated based on their relevance and 

coherency as shown in Table 6. 

Table 6. Evaluation of coherence and comprehensiveness. 

Metric Result 

Average consistency 4/5 

Average comprehensiveness 4.5/5 

Average Coherence 5/5 

These evaluations appeared to be very precise and 

encompassing while making clear that there is potential 

for greater cohesiveness across different types of 

outputs. 

4.2.5. Report Generation 

Table 7 presents the results of the general reports were 

produced in order to present all the analysis phases as 

an entire process. 

Table 7. Report generation results. 

Metric Result 

Average comprehensiveness 4.5/5 

Average linguistic quality 5/5 

Report accuracy 96% 

The reports were effective in providing both 

substantial analyses and high language standard to reach 

high overall accuracy and coverage. 

4.2.6. Execution Metrics 

In addition to the qualitative and quantitative results, the 

execution time and output lengths for each module were 

evaluated as presented in Table 8. 

Table 8. Each module’s execution time and output length. 

Module 
Avg. execution 

time (s) 

Avg. output 

length (words) 

Forensic analysis 57.10 881.0 

Evidence extraction 0.67 9.4 

Recommendation generation 57.42 881.0 

Context evaluation 18.99 867.8 

Report generation 56.65 881.0 

The evaluation results showed that Evidence 

Extraction System (EES) had the shortest executing 

time, whereas forensic analysis and recommendation 

generation had longer time due to the nature of the 

processes. But as with all-time-consuming work, it is 
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well worthwhile because the quality of output is 

superior Figure 5 shows them. 

 

Figure 5. Execution time and output length chart. 

5. Conclusions 

The level of complexity regarding the variety of cyber 

threats has risen significantly, thus increasing the 

requirement for more complex instruments needed for 

accurate forensic investigation and sound decisions 

within the digital forensic domains. In this paper work, 

the strengths of LLMs have been unleashed to solve 

problems such as evidentiary analysis and forensic 

assessment and outline the necessary security measures 

within the context of a quantitative analytical 

framework. Some of the approaches used included 

converting the complex technical information into plain 

English, human-like texts, breaking tasks into analytical 

segments and the use of LLM such as T5, BLOOM and 

GPT-Neo for automated insight. Based on this, 

performance metrics could be obtained through 

automated comparisons together with the evaluation 

from the ChatGPT procedure. Through a comprehensive 

assessment of the work on both forensic analysis and 

evidence extraction, the study obtained promising 

results with a 95% accuracy achieved with forensic 

analysis, while maintaining a coverage rate of 94% in 

terms of the evidence extraction. Concepts like clarity 

and actionability were rated using a human-like check, 

thereby verifying the attributes of the listed qualitative 

characteristics. Further work will involve improving the 

size of the dataset, the method of evaluating the 

performance and possibly incorporating features that 

involve real-time analysis for improving the use of 

LLMs in digital forensics. In this paper, there is a 

significant potential of utilizing sophisticated AI tools in 

enhancing the procedures involved in recognising and 

solving offences, and highly beneficial in the fight 

against cybercrime as well as enhancing better 

cybersecurity strategies. 
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