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Abstract: Recent advancements in Large Language Models (LLMs) have transformed Natural Language Processing (NLP).
These models have demonstrated unprecedented capabilities in understanding and generating human language. However, their
large-scale nature often poses challenges related to computational resource requirements, latency, and deployment, especially
in resource-constrained environments. This research focuses on the design, development, and evaluation of an Arabic Small
Language Model (SLM), named the Arabic Compact Language Model (ACLM), built to be compact and efficient. ACLM aims
to bridge the gap between the high resource demands of existing large-scale models and the practical needs of real-world
applications by leveraging high-quality Arabic data. We began with an existing language model, Pre-Trained Transformer for
Arabic Language Generation (AraGPT2)-base, and further pre-trained it on high-quality Arabic data to enhance its performance
while maintaining a compact size. This approach emphasizes the importance of data quality over model size, drawing on insights
from recent studies that highlight the effectiveness of high-quality data in improving model performance. 10 evaluate ACLM, we
conducted two key assessments: 1) A survey-based evaluation involving three LLMs: ChatGPT (GPT-40), Gemini Pro, and
Command R+, and 2) A perplexity analysis on generated and real-world text. ACLM outperformed AraGPT2-base in 4 out of 5
scenarios. Additionally, ACLM demonstrated superior fluency, achieving a perplexity of 31.74 on generated text compared to
165.28 for AraGPT2-base, and a perplexity of 124.67 on real-world Arabic books, significantly lower than 2011.88 for AraGPT2-
base.
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1. Introduction especially critical for applications in regions with
constrained access to high-end computing infrastructure
or for deployment on edge devices such as smartphones
and Internet of Things (IoT) devices [38].

This research paper explores the design,
development, and evaluation of an Arabic Small
Language Model (SLM) that is built to be compact and
efficient. The model, henceforth referred to as the
Arabic Compact Language Model (ACLM), aims to
bridge the gap between the high resource demands of
existing large-scale models and the practical needs of
real-world applications.

The drive for creating ACLM stems from several key
motivations. First, there is a growing demand for NLP
solutions that are not only accurate but also fast and
responsive [38]. In many applications, such as real-time
translation, online  sentiment  analysis, and
conversational agents, latency is a critical factor [19].
Large models, despite their accuracy, often suffer from
significant delays due to their size and complexity [22,
10]. ACLM addresses this by being lightweight and

The rapid advancements in Natural Language
Processing (NLP) and Artificial Intelligence (Al) have
significantly ~ transformed the landscape  of
computational linguistics. Among the most notable
developments is the emergence of Large Language
Models (LLMs), which have demonstrated
unprecedented capabilities in understanding and
generating human language. These models, epitomized
by architectures such as OpenAl’s GPT [6, 7, 24, 28,
29], have been instrumental in pushing the boundaries
of Al-driven language comprehension and generation.
However, their large-scale nature often poses challenges
related to computational resource requirements, latency,
and deployment, particularly in resource-constrained
environments.

While significant progress has been made in creating
largescale language models, there remains a pressing
need for smaller models that can operate effectively in
environments with limited computational power. This is



536 The International Arab Journal of Information Technology, Vol. 22, No. 3, May 2025

optimized for speed, making it ideal for time-sensitive
applications.

Second, the resource-intensive nature of large models
limits their accessibility; high-performance computing
resources are not universally available, especially in
developing regions [27, 31, 32]. By developing a
smaller model, we aim to democratize access to
advanced NLP technologies, ensuring that more users
can benefit from these advancements regardless of their
computational capabilities. This aligns with the broader
goals of inclusivity and equity in the distribution of
technological benefits.

Third, the environmental impact of large-scale
models is an increasingly important consideration.
Training and deploying these models consume vast
amounts of energy [9, 20, 21, 26], contributing to their
carbon footprint. ACLM, by virtue of its compact size,
requires significantly less computational power, thus
promoting more sustainable Al practices. This aligns
with global efforts to mitigate the environmental impact
of technology and foster sustainable development.

The approach we will use to develop our language
model is to fine-tune an existing Arabic SLM on high-
quality data. By high-quality data, we mean text from
textbooks and books. Unlike social media posts or
internet comments, these sources are well-structured,
and more reliable.

Gunasekar et al. [13] have shown in their work that
it possible to train a competitive LLM that is
significantly smaller than other LLMs. They introduce
phi-1 which is a 1.3 billion LLM that was trained using
‘textbook quality’ data. They showed that emphasizing
high-quality data enhances the model’s performance.

To develop ACLM, we began with an existing
language model, Pre-Trained Transformer for Arabic
Language Generation (AraGPT2)-base [3], which
contains 135 million parameters. Building on this
foundation, we further pre-train the model on high-
quality Arabic data. We focused on leveraging high-
quality data to improve the model’s performance
because increasing the model size, which is often the
simplest way to enhance a language model, was not an
option since we want to keep the model compact.

This paper is structured as follows: we begin with a
review of the existing literature on Arabic and compact
language models. This is followed by a detailed
explanation of the methodologies used in the
development of ACLM. The subsequent section
presents the results of our evaluations, comparing
ACLM’s performance against AraGPT2-base, followed
by a discussion on the implications of our findings. We
conclude by summarizing our work and outlining
directions for future research. Our contributions can be
summarized as:

1. We develop ACLM, a compact Arabic language
model with impressive performance compared to
existing small Arabic language models.

2. We showcase the importance of training Arabic
language models on high-quality text.

3. We propose a comprehensive framework to evaluate
a language model’s capabilities across five distinct
scenarios.

4. We showcase our model’s
efficiently on a laptop.

capability to run

2. Background

The evolution of NLP has been significantly shaped by
the development of transformer-based models.
Introduced by Vaswani et al. [37], the Transformer
architecture revolutionized NLP by enabling models to
process and generate text with unprecedented accuracy
and efficiency. Unlike traditional Recurrent Neural
Networks (RNNs) [8, 14, 17, 30], Transformers
leverage self-attention to capture dependencies between
words, thus overcoming the limitations of RNNs in
handling long-range dependencies and parallelizing
training. Prior to the widespread adoption of
Transformer-based models, classical word embeddings
played a crucial role in NLP [5].

Building upon the Transformer architecture, the GPT
series by OpenAl marked a pivotal advancement in
NLP. GPT-1 [28] demonstrated the potential of
unsupervised pre-training followed by supervised fine-
tuning, significantly improving performance across
various NLP tasks. The subsequent iteration, GPT-2
[29], scaled up the model size to 1.5 billion parameters
and showcased impressive capabilities in text
generation, summarization, and translation.

GPT-3 [6], the third generation of the GPT series,
further amplified these capabilities with 175 billion
parameters. It exhibited remarkable proficiency in few-
shot and zero-shot learning, allowing it to perform tasks
with minimal task specific data. The sheer scale and
versatility of GPT-3 highlighted the transformative
potential of LLMs in a wide array of applications.

InstructGPT [25], another significant development,
aimed to make language models more aligned with user
intentions. By fine-tuning GPT-3 using Reinforcement
Learning from Human Feedback (RLHF), InstructGPT
improved the model’s ability to follow explicit
instructions and generate responses that are more
helpful and accurate. This approach addressed some of
the limitations of previous models in understanding and
adhering to user prompts. ChatGPT, another derivative
of the GPT-3 model fine-tuned specifically for
conversational contexts, epitomizes the practical
application of these advancements. Designed to engage
in human-like dialogue, ChatGPT has been widely
deployed in customer service, virtual assistants, and
other interactive systems. Its ability to generate coherent
and contextually relevant responses has made it a
cornerstone in the development of interactive Al
systems. We notice a trend of each model having a larger
size than its predecessors; a trend that we want to go
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against in this paper and explore SLMs more.

3. Related Works

In this section, we discuss works related to our work.
First, we have Jais [33]: An Arabic LLM developed
through a collaboration between Cerebras Systems,
Mohamed bin Zayed University of Artificial
Intelligence, and Inception. It boasts up to 30 billion
parameters and was trained on a massive dataset
comprising 395 billion tokens, including 116 billion
Arabic tokens and 232 billion English tokens.

Jais utilizes cutting-edge features like ALiBi position
embeddings for improved context handling and
accuracy, and SwiGLU for training efficiency. It was
trained on the Condor Galaxy 1 Al supercomputer,
showcasing significant advancements in model training
and deployment. It comes in two model size: 13 billion
and 30 billion. Both sizes come with instruction-tuned
variants. While there’s a lot of potential in Jais, even its
smallest variant is still a very large model compared to
what we are building.

Secondly, we have AraGPT2, an Arabic LLM
developed by Antoun et al. [3] It is one of the first
Arabic GPT-based language models, trained from
scratch using a large corpus of Arabic internet text,
Wikipedia, and news articles. The model comes in four
variants: base, medium, large, and mega. The largest
variant, AraGPT2-mega, containing 1.46 billion
parameters. Additionally, the researchers developed and
released an automatic discriminator model that achieves
98% accuracy in detecting model-generated text. This
tool helps mitigate the potential misuse of the model,
such as generating fake news. AraGPT2’s smallest
model has only 135 million parameters, but its
generation capabilities are very limited as we will see in
the rest of the paper.

SLMs often struggle with producing coherent and
fluent text. This issue raises the question of whether
coherence in text generation only emerges at larger
scales with more complex architectures. Eldan et al.
[11] explored this issue in depth and to address it, the
TinyStories dataset was created, containing short stories
understandable by 3 to 4-year-olds, generated by GPT-
3.5 and GPT-4. This dataset enables training and
evaluating smaller language models that still produce
fluent, and grammatically correct stories with reasoning
capabilities. TinyStories aims to advance the research of
LMs, particularly in low-resource or specialized
domains, and to explore the emergence of language
capabilities in LMs.

Gunasekar et al. [13] explored in their work a new
approach to training language models by focusing on
high-quality data rather than sheer volume. They started
with a 3 TB dataset of code and text from
StackOverflow, selected 6 billion high-quality tokens,
and used GPT-3.5 to generate 1 billion textbook-like
tokens. They trained a 1.3 billion parameter model, phi-
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1, on this data and fine-tuned it with GPT-3.5- generated
exercises. Phi-1 was impressive considering its size,
demonstrating that data quality can, sometimes,
outweigh data quantity and parameter size in model
training,.

The body of research on LLMs predominantly
addresses either Arabic LLMs or compact LLMs, but
there is a noticeable gap in the development of compact
Arabic LLMs specifically. Existing works on Arabic
LLMs, such as AraGPT2 and Jais LLM, have focused
on leveraging large-scale datasets and significant
computational resources to enhance Arabic NLP
capabilities. Conversely, studies on compact LLMs
emphasize creating smaller, efficient models that
maintain high performance with fewer parameters,
primarily in languages with simpler morphological
structures like English. Arabic, with its complex
morphology, presents unique challenges that require
specialized models. Despite the advancements in both
areas, no current research has effectively combined
these focuses to create a compact, high-performing
LLM tailored for Arabic as far as we know. This gap
highlights the need for innovative approaches that
integrate the principles of compact model design with
the specific requirements of the Arabic language,
addressing both efficiency and linguistic complexity.

4. Methodology

4.1. The Problem with Arabic Small Language
Models

Before discussing our model, we aim to analyze
AraGPT2 in more detail. Table 1 presents the different
versions of AraGPT2 in terms of the number of
parameters. In this analysis we will focus on the smallest
two versions: base and medium. To test these models,
we used three example prompts from the default
examples on the models’ pages on Hugging Face. We
generated completions for each example using the
Hugging Face Inference API. This approach allowed us
to directly compare the outputs of the base and medium
variants of AraGPT2, providing insights into their
performance in generating coherent and contextually
appropriate text. The results were then analyzed to
evaluate the linguistic capabilities and differences
between the two models. Tables 2 and 3 showcases the
generated completions from both the base and medium
versions, respectively.

Table 1. AraGPT2-base generated completions on three examples.
Black text indicates the prompt. Blue text indicates the completion.

Prompt Completion
am B lediale 5l 5e of Say Al b3 sl oLl iy s ali lealia Lo ) e o (S
o tad )l 8 3 sm sall oLl i | 0 s alaal 138 ale Laxie 5 Ll (g S alie Jilia ol
Jll e S e Jiie Jall e S dae Jilie o jlad Lgag S8 ¢ I
Ll s 15 A gl | <l 8 Y QAN (B ¢ sl iy iy )5 e il
B R N N Y
o o FRER IR
o 3 S a3l a3 IS el sl B g8 L L S
el a8 A S a3l a3 IS la 3l a8 8 S a3

Gl s b S Ly oIS
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Table 2. AraGPT2-medium generated completions on three
examples. Black text indicates the prompt. Blue text indicates the
completion.

Prompt
i lesliale 5l e of Sy
a)\;J‘\..'AJiL;A};}AH sldl

Completion
A_g:};}d\ ;u\)ueue\ﬁblbab)\)au\éx
uauhumjuu\w)usg“dmwuu)t

Jlall (e S idae Jilia celall a2 ) Y LT Al Q8 celly aald
Ll s 5 A sl 8 AN YT A (il WLy cApdy 5 A i)
: “ch" -L:;‘gl Ol Jladi 8 a8 Aoy AilaiS Aipda o 5 a3l

s O

204;“)3”"4.9‘:
OS¢ el s (8 S (a3l B S La by oS
Okl al SIS ‘uu)\(,m‘_gu\s Ol a8 A

Gl md B oS gls

Table 3. The size in parameters of the different AraGPT2 models.

Model Size (parameters)
Base 135 million
Medium 370 million
Large 792 million
Mega 1.46 billion

For the prompt about a farmer selling a well, the base
variant produces repetitive and less coherent text, such
as repeating the act of selling for a large sum without
providing additional context. In contrast, the medium
variant generates a more logically consistent
continuation, explaining the farmer’s reason for not
wanting to sell the water.

In the example discussing the city of Jerusalem, the
base model falls into redundancy and fails to provide a
complete, coherent sentence, repeating details about the
city’s ancient origins. However, the medium variant
produces a more complete and accurate continuation,
providing additional details about the city’s location and
historical timeline.

Lastly, for the prompt beginning with “Once upon a
time,” the base variant demonstrates excessive
repetition, repeating the phrase multiple times without
furthering the narrative. The medium variant also fails
in this example. It is interesting to note that the medium
version added commas between each repetition.

These examples highlight that the base model
struggles with generating coherent text, often falling
into redundancy and incomplete sentences. In contrast,
the medium model, with more parameters, shows
marked improvement in fluency, coherence, and the
ability to generate more contextually appropriate
continuations. Although the medium model generations
still have many issues, they are clearly better than the
base. This analysis emphasizes the importance of model
size (number of parameters) in achieving higher-quality
language generation, and the difficulty of modeling
Arabic using only 135 million parameters.

Another noteworthy behavior we observed in
AraGPT2- base is that its generated text occasionally
includes phrases like “you are not registered” or “you
do not have permission to access this page,” as
illustrated in Table 4. We believe this issue arises from
the nature of the OSCAR corpus [35], which was used
to train AraGPT2-base. The OSCAR corpus comprises
a vast array of text data extracted from the web,
including content from online forums. These forums
often contain access restrictions, requiring users to

register or log in before viewing certain pages.
Consequently, the model has inadvertently learned to
replicate these access control messages from its training
data, leading to their occasional appearance in generated
outputs.

Table 4. Examples of AraGPT2-base “you are not registered” / “you
do not have permission to access this page” generations.

# Example
058 B 138 Anieall o3l Jpaal Ladla olla ¥ il 5l sy J5a30 Jaasi o
Aadeall o3 J 52 3818 ) 5hiie) o Auadia el Cad - a0l aaY e
¢ AT e allai 5l 4yl il jae Jsd AT (add 4S jlie Jhass Jslas da
1| uiall (b Gl GV (g snl sial) S AV Aalall Jilas ) suiasl) (Saida gl
Aglaall Apagdaill aiiall <y 53 [J[A][ Asaddedll ALY 1m0 sl Ay
azll) L_}Ll‘j.Lu‘ Clalall g sl o GA‘).\H A 4y paall JL«:\J\} csial) sl
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4.2. Data Collection

To build ACLM, the initial step involves careful data
collection. We want to curate a diverse and extensive
“high-quality”” dataset comprising written text in
Modern Standard Arabic (MSA), including a variety of
sources such as published books and newspapers.

Constraining ourselves to published books ensures
high quality, as these sources are well-established,
widely recognized, and thoroughly vetted. This focus
reflects a commitment to reliability, accuracy, and the
depth of insight that often accompanies extensively
reviewed and edited material. Books authored by
subject-matter experts bring specialized knowledge,
ensuring that the information presented is grounded in a
deep understanding of the subject matter, contributing
to the overall accuracy of the model’s knowledge.

In addition to books, newspapers will be incorporated
into our dataset to broaden the scope. This inclusion
provides insights across diverse genres, such as politics
and economics, enhancing the model’s understanding
and exposure to various language styles and topics.
Newspapers offer real-time glimpses into societal
trends, global developments, and diverse perspectives,
enriching the model’s ability to comprehend and
respond to contemporary issues.

The structured and organized nature of published
books provides a foundational framework that
significantly benefits the training of LLMs. We
hypothesize that the logical flow of information in
books helps the language model internalize how
information should be logically connected and
presented, enhancing its communicative effectiveness.
Considering these advantages, our decision to focus on
collecting data from published books and newspapers is
significant for shaping the outcome of our LLM. And
here is some more information on the data we collected:
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1. Hindawi book library dataset: One of the reasons we
chose the Hindawi Library is its extensive collection
of genres, in addition to its quality. The library
includes 3, 517 books spanning different genres. It’s
important to note that the library is frequently
updated, and it had 3, 517 when we collected the
books. Each book in the library can be either viewed
as multiple HTML files or downloaded in multiple
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chose HTML due to the difficulties associated with
parsing text, particularly Arabic text, from
PDF/EPUB/KFX files. Figure 1 illustrates the
diverse genres covered by the Hindawi book library.
In contrast to other Arabic book libraries such as
OpenlTI [23], the Hindawi library does not focus
primarily on religious texts but includes a diverse
range of genres, as shown in Figure 1.

formats: PDF, EPUB (e-book format), and/or KFX 2. Newspapers data set: We augment the Arabic News
(Amazon Kindle File Format). We scrapped the Article Dataset (ANAD) [2] with news that we’ve
books from the HTML files containing the books. We scraped from Alriyadh newspaper.
500
400
£
o
|
o 300
B
E
=
Z 200
100
0
9 2 - -] ] O X "‘J J s ) =1 e . S =3 ~ 5 =3 =3
6@%@*“\}\2‘3\“‘ @e\"@ﬂ;@"@c -\5\9‘; e‘&u\a%é&}a?‘:\@q\&“ o™ Qow;\ggﬂx\“ oo \,&@\;‘ﬁ 0¥ @evﬁ;\sé@cj@%oe“i}‘\%‘,\sv“e‘;‘\o@v“* ki‘; eﬁ‘@;@eﬁ‘“& q\??; @0‘_,«&
e o> <o© ) v“\t o & .\\2{6
%"E‘“ g\*"‘@ v

Genres

Figure 1. Hindawi book genre distribution. The x-axis represents the different genres. The y-axis represents the number of books.

Before processing the dataset, we had to ensure
everything was in order so the training could proceed as
smoothly as possible. The steps included removing any
irrelevant symbols such as ‘eee’) and ‘{’ to help the
model focus on linguistic patterns, concatenating all
files to ensure uniformity and ease of processing, and
making each line represent a single paragraph to
eliminate any context confusion for the model. We fine-
tuned AraGPT2-base which has 135,000,000
parameters on our dataset. In this paper, we will use the
terms ‘fine-tuning’ and ‘continuing pre-training’
interchangeably.

There are different approaches to fine-tuning a pre-
trained language model, each varying in scope and the
extent to which model parameters are modified. Task
fine-tuning involves adapting a model for a particular
application, such as text classification, named entity
recognition, or summarization. This approach typically
relies on labeled data to optimize performance for a
specific task. Another common approach is fine-tuning
be freezing most of the pre-trained model’s layers, and
only the final layers are trained on task-specific data.
More recent parameter-efficient fine-tuning techniques,
such as LoRA [15], modify only a small number of
parameters while keeping the majority of the model
unchanged. These approaches allow for more efficient
fine-tuning without significantly altering the underlying
language model. However, because they only introduce
minor modifications, they may not be suitable when

substantial improvements to the model’s overall
language generation capabilities are required [4]. In
contrast, continuing pre-training, also known as full-
model fine-tuning, updates all model parameters by
further training the model on a new dataset. Unlike other
methods, continuing pre-training changes the model’s
behavior the most because it modifies all parameters, it
results in the most significant improvements in language
generation and adaptability [34].

Given AraGPT2-base’s performance, as discussed in
this section, we observed that the model often struggled
to generate syntactically correct sentences in many
cases. To address these shortcomings, we selected
continuing pre-training as our fine-tuning approach.
Since this method applies full-model updates rather than
limited parameter modifications, it allows for deeper
adaptation and more substantial improvements
compared to other fine-tuning techniques.

4.3. Training

We start by continuing pre-training AraGPT2 on the
book dataset we collected on a personal machine which
has the following specs:

* CPU: Intel Core 15-10400F
* GPU: NVIDIA RTX 3060 12GB VRAM
* RAM: 16 GB

Unfortunately, the 12GB VRAM was a limiting factor
that made training very slow due to the very small batch
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size we could fit on the GPU. We then decided to rent a
machine from vast.ai with the following specs:

* CPU: AMD EPYC 7763
* GPU: NVIDIA A100 SXM4 80GB VRAM
* RAM: 1032 GB

The hyperparameters used in training are shown in
Table 5. However, despite these gains in language
generation, the model’s knowledge about the world was
not as comprehensive as desired as shown in Table 7.

While it excelled in creating well-formed sentences,
it occasionally lacked depth in factual accuracy. This
indicates that while the model’s architecture and
training process succeeded in learning the structure of
Arabic, further enhancements in the quality and breadth
of the training data are necessary to improve its overall
knowledge.

Table 5. The training hyperparameters from the first batch of books.

Hyperparameter | Value

Learning rate 5e-05
Batch size 22

Optimizer Adam
Number of epochs | 10

To address the model’s lack of knowledge about the
world, we continued pre-training our model by using a
small sample of our news dataset, consisting of 9,116
samples. The aim was to enhance the model’s
understanding of real-world facts and events but, at the
same time, don’t forget the knowledge gained by
training on the book’s dataset. By integrating this
curated dataset, we intended to supplement the linguistic
proficiency of the model with relevant and accurate
information. This approach aimed to create a more
balanced language model that excels not only in
generating coherent text but is also better in providing
factually accurate content across various topics. The
training of the second batch was done on the personal
machine mentioned before. We did not use the cloud to

train for two reasons:

1. The number of samples was small which means we
could train on the entire data in reasonable time.

2. This research is self-funded, and we wanted to avoid
paying more in cloud GPU fees.

The hyperparameters used in training are shown in
Table 6. We decided to stop the training of the second
batch (news) after we reach the same training loss we
reached in the first batch (books); we achieved that after
eight epochs. Figure 2 shows the loss over time during
training for both the first batch (books dataset) and the
second batch (a sample of the news dataset). The
resulting model contains clear improvements compared
to fine-tuning only on books as shown in Table 7.

Table 6. The training hyperparameters from the second batch of
news.

Hyperparameter | Value

Learning Rate 5e-05
Batch Size 4

Optimizer Adam
Number of Epochs 8

= Books batch

++==+ News batch

Loss

Epochs

Figure 2. Loss curves plot when training ACLM. The x-axis
represents the number of epochs. The y-axis represents the current
loss. The blue curve corresponds to the training off the first batch.
The red curve corresponds to the training of the second bat.

Table 7. ACLM generated completions on three examples (with and without news fine-tuning). Black text indicates the prompt. Blue text
indicates the completion. Only 50 tokens of the completions were generated.

Prompt

ACLM completion (before news fine-tuning)

ACLM completion (after news fine-tuning)
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4.4, Evaluation

To further validate these observations, we conducted a

systematic evaluation to compare our model’s
performance against AraGPT2-base since our model,



ACLM: Developing a Compact Arabic Language Model

was fine-tuned on AraGPT2-base, so they have the same
number of parameters and architecture. Knowing this,
we conducted two types of evaluations. The first
evaluation involved administering a survey to three
LLMs:

1. OpenAl’s ChatGPT (GPT-40).
2. Google’s Gemini Pro [36].
3. Cohere’s Command R+ [12].

We designed the survey to compare responses generated
by our model and AraGPT2-base across five distinct
scenarios:

1. Long prompt scenario: to evaluate how a model
would respond to extended prompts and whether
prompt length affected output quality.

2. Open-ended prompt scenario: these prompts lack a
single correct answer, allowing subjective responses,
essential for evaluating a model subjective content
generation ability.

3. Conversational prompt scenario: using the
conversational prompt scenario, we assessed a model
conversational proficiency and human-like discourse
patterns.

4. Storytelling prompt scenario: a model continued
given stories to assess narrative coherence and
storytelling abilities.

5. Information prompt scenario: factual prompts that
aimed to evaluate a model’s accuracy in delivering
factual information.

Table 8 shows examples of the five scenarios. For each
scenario, we developed two prompts, giving us a total
of ten prompts (two for each scenario). This approach
aimed to minimize bias and encourage a general
evaluation rather than focusing on specific aspects. The
questions were carefully crafted, starting with the
prompt, and followed by responses/completions from
both models ‘1’ and 2’. Afterward, each LLM had to
pick between them. It was all kept anonymous, so no
model knew which model was which. Another way to
combat bias was that the order was switched around, so
sometimes ‘Model 1° was ACLM, and sometimes it was
AraGPT2-base. This switch added an extra twist,
keeping things unpredictable and fair. The whole setup
aimed to give a balanced and honest evaluation of the
models without any biases sneaking in. The instructions
were given in English, but the actual prompts and
responses were in Arabic. For each question, we
generate the following prompt:

You will receive a prompt followed by two outputs
from different models. Your task is to determine
which model’s output is superior.

Prompt:<prompt>

1: <model 1 generation>

! https://shamela.ws/
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2: <model 2 generation>

And feed it to each LLM to get their responses. The
reason we used English instructions instead of Arabic in
the prompt is because it has been shown that prompting
ChatGPT using English increases performance [1, 18].
The three placeholders in the prompt above (<prompt>,
<model 1 generation>, <model 2 generation>) are
obviously kept in Arabic; we only change the
instructions to English.

Table 8. An example of each of the five scenarios.

Scenario Example
Ll e ainy & padl A al) ASLY 3 SLaBY)
Long prompt Jie gal el o adiey Wad 5 ¢ pulid jaass
Open-ended prompt Cu 36 il g (53 gl DNl (50l
S el G -
Conversational prompt ¢ ells 3l -
o -

Oy Alia IS Dl L g 3 jia dire &
Ble] (e ag JsY) ) 2y a8 Ol
ala lai dls elliay  JEI Ja )l Lady oy sy

B Sl i ye gl 2]

Storytelling prompt

Information prompt

The second evaluation we conducted involved
measuring perplexity using examples generated by
ChatGPT. We specifically instructed ChatGPT to create
examples encompassing various styles. We chose to use
ChatGPT for generating these examples to avoid the risk
of selecting existing text that the models might have
already encountered; given that AraGPT-2, and ACLM
since it is based on it, was trained on internet data, which
could include virtually anything. Perplexity [16]
measures how well a language model predicts a sample
of text, with lower values indicating that the model is
more confident and accurate in its predictions. The
generated examples are shown in the Appendix I. We
also evaluated the perplexity of both models on three
books from Al-Maktaba Al-Shamela®.

5. Results and Discussions

In this section, we will present and discuss the results of
comparing ACLM, our model, against AraGPT2-base.

First, we asked three LLMs (ChatGPT, Gemini Pro,
and Command R+) to take part in the survey.

Table 9. Evaluation of ACLM and AraGPT2-base performance
across different prompt types by ChatGPT, Gemini Pro and
Command R+. The top-performing model in each scenario is
indicated in bold text.

Scenario ACLM Avg. Win% | AraGPT2 Avg. Win%
Long prompt 66.67% 33.33%
Open-ended prompt 66.67% 33.33%
Conversational prompt 100.00% 0.00%
Storytelling prompt 50.00% 50.00%
Information prompt 66.67% 33.33%

A total of 10 prompts were used in this experiment; a
prompt for each question. The results are shown in Table
9. In the long prompt scenario, ACLM outperformed
AraGPT2 with an average win percentage of 66.67%.
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Similarly, in the open-ended prompt scenario, ACLM
also achieved a 66.67%-win rate. The most striking
difference is observed in the conversational prompt
scenario, where ACLM achieved a 100%-win rate. In
the storytelling prompt scenario, both models performed
equally well, each securing a 50%-win rate. Lastly, in
the information prompt scenario, ACLM again led with
a 66.67%-win rate. Overall, these results suggest that
ACLM consistently outperforms AraGPT2 in most
scenarios, particularly in generating conversational text.

We also measured the perplexity on the set of
examples generated by ChatGPT. As shown in Figure 3,
our model achieved a perplexity of 31.74, significantly
outperforming AraGPT2-base, which achieved a
perplexity of 165.28. This stark difference in perplexity
indicates that ACLM generates more coherent and
fluent text compared to AraGPT2-base.

150

Perplexity
g

a1
(=}

,

ACLM AraGPT2-base

Models

Figure 3. Perplexity of ACLM vs AraGPT2-base on the generated
examples.

To further assess the models’ generalization, we
computed perplexity on three books sourced from Al-
Maktaba Al-Shamela. ACLM achieved a perplexity of
124.67, while AraGPT2-base recorded 2011.88 as
shown in Figure 4. These results further reinforce the

superiority of ACLM over AraGPT2-base.
2000
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Figure 4. Perplexity of ACLM vs AraGPT2-base on the three books
from Al-Maktaba Al-Shamela.

This substantial improvement in perplexity aligns
with our qualitative observations, where ACLM
consistently generated more fluent and syntactically
accurate sentences compared to AraGPT2-base. To
demonstrate that, we took the same prompts in Table 2
and used ACLM to complete them. The results are
shown in Table 10. As we can notice, the completions
are much better than AraGPT2-base. In the “ oS L L oS
Sl a8 prompt, AraGPT2-base has a tendency to
repeat phrases verbatim, especially in its response to the
prompt, where it loops the phrase multiple times.
ACLM, in contrast, provides a more fluid and natural-
sounding completion, avoiding excessive repetition and
instead offering a thoughtful narrative expansion.
AraGPT2-base struggles with logical consistency in
some cases, particularly in the first prompt. It
redundantly states that the farmer sold the well twice for
a high amount without adding new meaningful content.
ACLM introduces more context and logical flow,
explaining why the well was difficult to access, making
the response richer and more coherent.

Table 10. ACLM vs AraGPT2-base generated completions on three examples. Black text indicates the prompt. Blue text indicates the

completion.

Prompt AraGPT2-base completion

ACLM completion

elall i i lealia e ) 3o of (S
S delie Jilia o jlad i i 3 5a sl
) (e

)l b asm sl oLl i o o8 Lol Lo ) e O oS | (s S o e o e acia )1 3 253 sl sl i o 8 e dlia el 3a o S
5 ) 13 (o e Lovie g el (o Sl Jilia o s
Juall e € o Qe o jlad Lgna o8 ¢ il (a8

G Y] D ) e sl aa i al g (Y1 s S ) o el
oY)

08 1 A 3 sl oy ity s e ol
B eophanld g a8 A AlaiS Aaa o 5 Bl | ale L) Y JBEaY) ) 8 adliag (o2 ae sl ISl A g 2 gl sl A KLY
A8 AilaiS dae

ST G ol 205 5 3300l 08 1330 (01 3 (o€l Ly iy S Aigne ol

A5 A 3 e Gl B 8 3 S Al a3 o) eyl Gld 3501967

Sl mdd B S L oS
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Uik 3 92 go CulS (Al 3Liad) o3 IS (e Aa gl Ll o LSS

Sl

To further demonstrate the practicality and efficiency
of our model, we measured the number of Tokens it
generates Per Second (TPS) by running it on a laptop
with an entry-level GPU. We took three prompts,
generated completions from them, and measured the
TPS. We then report the average TPS. The laptop used
in this experiment had the following specs:

* CPU: AMD Ryzen 7 7735HS
» GPU: NVIDIA GeForce RTX 4050 Laptop GPU
* RAM: 16 GB

We also reran the same experiment running it only the
Central Processing Unit (CPU). The results shown in

Table 11 demonstrate that it is actually possible to run
our model with just a CPU. although the TPS is not high
(6.53) it is still impressive that the model would run with
an acceptable TPS. Using a laptop with the weakest
NVIDIA laptop GPU of this generation (40 series), we
get an impressive 38.44 tokens per second. This
highlighted the model’s ability to perform efficiently
even on a laptop. This experiment shows the versatility
and accessibility of our model, paving the way for high-
quality language processing that can be achieved on
commonly available devices.
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Table 11. TPS measurements for running the model on 1) An entry-
level laptop GPU, and 2) A laptop’s CPU.

Experiment Avg. TPS
1.With GPU 38.44
2. Without GPU 6.53

6. Conclusions

This research paper presents the design, development,
and evaluation of the ACLM, a small and efficient
language model tailored for MSA. The study addresses
the limitations of existing large-scale language models,
which often require extensive computational resources,
leading to challenges in deployment, especially in
resource-constrained environments.

By leveraging high-quality Arabic data, ACLM was
built upon the AraGPT2-base model, which has 135
million parameters. Our approach emphasized the
importance of high-quality data in enhancing model
performance without increasing the model size.
Through rigorous pre-training on carefully curated
datasets of published books and newspapers, ACLM
achieved impressive linguistic capabilities and
produced coherent and contextually accurate text.

The evaluation framework designed for this study
assessed ACLM’s performance across five distinct
scenarios: long prompt, open-ended prompt,
conversational prompt, storytelling prompt, and
information prompt. The results demonstrated that
ACLM outperformed AraGPT2- base, showcasing its
ability to generate more coherent, fluent, and
contextually appropriate text.

In conclusion, ACLM represents a significant
advancement in Arabic NLP, offering a compact and
efficient solution that bridges the gap between high
resource demands of large models and practical needs.
This work highlights the potential of leveraging high-
quality data to create small yet powerful language
models, paving the way for more inclusive and
sustainable Al technologies.

Future work can explore several avenues to enhance
the capabilities and applications of ACLM. One
potential direction is to optimize the model for
deployment on edge devices by further reducing its size
and improving efficiency through techniques like model
pruning and quantization. Enhancing the model’s
understanding of context and improving its ability to
handle complex queries and instructions through
advanced fine-tuning methods, including instruction
fine-tuning, could also be valuable.
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Appendix I. A list of the generated examples that we used to calculate perplexity.
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