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Abstract: The proliferation of extremist content on social media poses critical threats to societal stability, necessitating advanced 

detection mechanisms. Despite substantial research on extremist content detection in various languages, Arabic remains 

significantly underexplored. Recognizing the pivotal role of social media, this study introduces a novel approach to detecting 

extremist posts in Arabic by leveraging neural networks. The proposed models utilize Arabic Bidirectional Encoder 

Representations from Transformers (AraBERT), Multi-Layer Perceptron (MLP), and Sentiment Features (SFs). Among the tested 

models, the optimal configuration-fine-tuning AraBERT with integrated MLP and SF-achieved an impressive 98% accuracy in 

detecting extremist Arabic tweets. Additionally, the model demonstrated robust performance when evaluated on real-world 

extremist posts from VKontakte, achieving 81% accuracy. These findings underscore the effectiveness of combining AraBERT, 

MLP, and SF in improving extremist content detection and highlight the potential of neural network-based solutions in combating 

harmful online content. 
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1. Introduction 

The rapid proliferation of extremist content has become 

a pressing concern, evident across a wide range of 

online platforms [5]. Social media, in particular, has 

emerged as a critical breeding ground for the 

dissemination of radical ideologies, with the potential to 

radicalize vulnerable individuals and exacerbate 

societal tensions. Beyond fostering ideological divides, 

such content can incite violence, posing severe threats 

to both individual safety and societal stability [2]. 

As defined by Lipset [27], extremism encompasses 

ideologies (whether religious or political) that are 

considered unacceptable by society. To put it in simple 

terms, extremism is defined as the advocacy of 

‘extreme’ beliefs that significantly deviate from 

mainstream societal norms [22]. In a broader context, 

extremism can broadly be defined as a term that 

represents the adoption and promotion of radical 

ideologies that advocate for the pursuit of goals through 

violent or intolerant means. Whether rooted in political, 

religious, or social beliefs, extremist ideologies 

prioritize uncompromising adherence to a particular 

worldview, often rejecting pluralism, diversity, and 

democratic principles. 

For example, in light of the January 6, 2021, Capitol 

incident in the US, a number of news articles emphasize 

the pressing necessity to confront and destroy extremist  

 
organizations. The uprising underscored the ability of 

these groups to adjust and develop, constantly 

presenting serious dangers, even in the aftermath of the 

incident. According to the Atlantic Council, online  

communities had difficulties in handling the increase in 

extremist material, since several users advocated for 

more violence. Following the conflict, there was an 

upswing of messages on social media sites expressing 

anger and urging for more action. Analyzing these 

sentiments provides insight into the motivations and 

probable actions of the rioters. This highlights the vital 

role of sentiment analysis in identifying extreme 

content. Although there have been numerous studies 

conducted in other languages to address this issue [12, 

20, 31, 34], there has been a dearth of research done in 

Arabic. So, it is imperative to develop effective 

techniques for detecting extremist content in Arabic. 

This underscores the crucial function of sentiment 

analysis in detecting extreme content. 

Certainly, the imperative of detecting extremist posts 

and content in Arabic social media is particularly acute 

given the region’s complex geopolitical dynamics and 

the prevalence of Arabic as a widely used language 

online. Extremist groups leverage social media and 

online forums to amplify their messages and influence 

public discourse, often exacerbating existing societal 

and political fault lines. This is particularly pronounced 
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in Arabic-speaking regions, where extremist 

movements have exploited linguistic and cultural 

nuances to spread their ideologies, posing significant 

challenges to peace and reconciliation [41]. 

To detect such harmful text on online platforms such 

as hate speech, it was found that Sentiment Features 

(SFs) contributed greatly to identifying such texts [42, 

44]. Though extremism is broader in terms of context, it 

encompasses entire ideologies that may incorporate a 

spectrum of hate speech [23]. Based on that, we 

investigate the ability of these features to facilitate the 

detection of a specific type of hate speech, i.e. extremist 

posts. However, analyzing textual content poses 

significant challenges due to the absence of metadata 

that could facilitate examination. The nuanced 

distinctions between extremist and non-extremist posts, 

particularly when addressing similar topics and 

expressive narrative tones, often prove difficult to 

identify [17]. For that, we opt for innovative methods of 

Artificial Intelligence (AI), which play a crucial role in 

addressing such threats, specifically, approaches 

equipped with transformer-based models and Natural 

Language Processing (NLP) techniques. 

SFs have been found to greatly aid in detecting 

harmful text, such as hate speech, on online platforms 

[42, 44]. In the context of Arabic, where extremism can 

manifest itself through a spectrum of ideologies 

embedded in linguistic subtleties, these characteristics 

are especially relevant. Extremist content often includes 

hate speech as a subset, making sentiment analysis a 

crucial tool for detecting these narratives [23]. However, 

the analysis of Arabic textual content presents unique 

challenges due to the language’s complexity, including 

rich morphology, diacritics, and contextual 

dependencies. Distinguishing extremist posts from non-

extremist ones, particularly when they share similar 

topics or narrative tones is a nuanced task [17].  

To address these challenges, this study employs 

advanced AI techniques, specifically transformer-based 

models and NLP approaches. These methods are 

particularly well-suited to handling the complexities of 

the Arabic language, offering a robust framework for 

detecting extremist content. 

1.1. Problem Statement and Objective 

The extensive spread of extremist content on Arabic 

social media platforms presents a significant challenge 

to maintaining a safe and respectful online environment. 

Traditional techniques for identifying such content often 

struggle to capture the nuanced, context-specific 

features associated with extremist language, especially 

in Arabic, where semantic and contextual intricacies are 

profound. 

Advanced NLP techniques, particularly transformer-

based models such as BERT, offer a promising solution. 

BERT’s ability to deeply understand context and 

semantics is especially valuable for identifying and 

categorizing extremist tweets [25]. The present study 

aims to develop effective and robust detection models 

based on BERT to accurately identify extremist Arabic 

content. This includes fine-tuning the pre-trained BERT 

model and integrating SFs with neural networks, such 

as Multi-Layer Perceptron (MLP), to improve 

classification performance. The study also examines the 

model’s effectiveness in real-world extremist contexts. 

1.2. Contributions 

The primary contributions of this work are:  

 Developing Arabic Bidirectional Encoder 

Representations from Transformers based 

(AraBERT-based) models specifically tailored for 

detecting extremist Arabic textual content on social 

media. 

 Highlighting the importance of SFs in identifying 

extremist content by integrating them with neural 

network models, such as MLP. 

 Proposing a novel model that combines AraBERT, 

SFs, and MLP to enhance the detection of extremist 

content in Arabic. 

The rest of the paper is organized as follows: Sections 2 

related work on extremist content detection. Section 3 

outlines the proposed methodology, including dataset 

and model development. Section 5 presents the 

experimental setup, while section 6 shares the results 

and discusses them. The last two, sections 7 and 8, 

provide limitations, future directions, and conclusions 

of the proposed work. 

2. Related Work 

A framework for analyzing extremist-related texts and 

content was introduced in a study by Ahmad et al. [2]. 

In this study, the researchers adopted a simple approach 

that classifies tweets into extremist and non-extremist 

categories. Using Deep Learning (DL)-based sentiment 

analysis techniques on user-generated posts from 

Twitter, the research findings demonstrate promising 

results. 

In a study by Ul Rehman et al. [43], an attempt was 

made to identify extremist and radical discourse on 

social media. The researchers introduced a novel dataset 

tailored for radicalization detection. Also, the novelty of 

the research is that an innovative classifier method was 

proposed that integrates religious and radical features to 

train and classify the data by analyzing the use of violent 

and offensive language. The findings show that 

integrating religious texts into the training model 

enhances classifier performance metrics in terms of 

accuracy, precision, recall, and F1-score. Further, the 

findings of the study also highlight the significant 

impact of utilizing new datasets on determining the 

classifier efficacy-basis the variations observable in 

extremist narratives. Additionally, the findings of the 
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study also reveal that the presence of violence and 

offensive language serves as a distinguishing factor 

between radical and random users. 

In yet another study, Gaikwad et al. [22] conducted a 

thorough survey that employed the PRISMA 

methodology by gathering data from 64 studies on 

extremism research. Using the Snowballing technique, 

extant studies were sourced from a wide variety of 

reputable databases. One of the primary findings is the 

scarcity of publicly available, well-balanced, and 

unbiased datasets that are considered essential for the 

accurate detection and classification of social media 

extremism texts and content. Regarding the validation 

techniques capable of assessing the accuracy and quality 

of custom datasets without human intervention, the 

findings show that there is a notable gap, apart from 

highlighting a significant bias towards research focused 

on the ideology of the Islamic State of Iraq and Syria 

(ISIS)-a violent group of Sunni jihadis. Despite all these 

limitations, there is a sufficient indication in the findings 

highlighting that automated extremism detection 

techniques or models that are based on Deep Learning 

(DL) show the tendency to outperform other methods. 

Concurrently, a study by Mussiraliyeva et al. [32] 

introduces a specialized corpus aimed at detecting 

religious extremism in social networks by focusing on 

the Kazakh language. In so doing, the researchers 

evaluate the effectiveness of six machine learning 

algorithms for binary classification. The findings show 

that it achieves a remarkable accuracy of 98% in 

identifying extremist messages within Kazakh texts. It 

is important to note that by incorporating various 

features and balancing techniques, the study 

demonstrates robust performance across diverse 

datasets commonly encountered in daily life. In 

hindsight, the overall findings underscore the potential 

of the proposed model or approach in real-world 

applications, especially for detecting extremist content. 

Further, a study by Aldera et al. [6] introduces a 

comprehensive dataset designed for extremism 

detection in Arabic Twitter texts and content. Overall, 

the dataset contains 89,816 Arabic tweets annotated as 

extremist or non-extremist. Various classification 

methods were explored for conducting the analysis. For 

example, the classification methods involve traditional 

models like logistic regression and support vector 

machines, including advanced techniques like 

Bidirectional Encoder Representations from 

Transformers (BERT). Based on these premises, the 

findings of the study highlight the efficacy of support 

vector machines using term frequency-inverse 

document frequency features that achieved an 

impressive accuracy of 0.9729 among traditional 

machine learning models. However, the highlight of the 

findings shows the transformative power of BERT, 

which surpassed traditional models with a remarkable 

accuracy of 0.9749. 

Likewise, a recent study by Ahmed et al. [3] 

introduces a novel text detection mechanism for 

identifying extremist orientations in Arabic text. 

Leveraging Rough Set theory, the findings show that the 

approach enhances model accuracy. The same approach 

also was found to be reliable in identifying text 

orientation. Besides, when the proposed model was 

compared with existing algorithms, the experimental 

results demonstrated superior performance with 

accuracies ranging from 71.95 % to 90.85 %. 

3. Methodology 

Designing effective models involves a sequence of 

important steps that embarks from domain specific 

datasets, followed by training after text preprocessing 

and feature extraction to afterward be tested and 

evaluated. In this study, preprocessing refers to applying 

different methods to get clean text, feature extraction 

employs the sentimental label of each tweet using 

Arabic NLP tools, and the training stage is to train 

models on the different processed features, Figure 1. 

 

Figure 1. Proposed framework. 

3.1. Datasets 

This study included three datasets from studies that 

tackled the issue of extremism. The first and second 

datasets named “Arabic Extremist Dataset,” and 

“Annotated ISIS Radical Tweets Dataset”, respectively, 

were employed to train and test the developed models. 

On the other hand, the third dataset, named the” Cross-

Platform Test Dataset“in this study, was used to test the 

performance of the optimum model from real-world 

extremist tweets aimed to generalize the model’s 

efficacy. 

3.1.1. Arabic Extremist Dataset 

The dataset was an organized work of Aldera et al. [6], 

which originated by using the X Streaming API and 

Search API to accumulate real-time data on tweets, 

applying certain filters such as Arabic keywords and 

locations. The data collected was posted between May 

2011 and March 2021. With an emphasis on political 
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and religious terminology, Arabic search terms were 

implemented in the query. The data was manually 

annotated to determine its class as extremists or non-

extremists. All in all, 52,929 distinct users were the 

authors of the collected 89,816 tweets. The number of 

tweets classified as extremist was 50,279 (56%) from 

22,858 unique users, while 39,537 (44%) from 30,911 

unique users were classified as non-extremist. The 

dataset included highly extreme phrases related to 

violence, aggression, and extremist ideas, such asالعدو 

enemy, داعش ISIS, and اللعنة cursing, as shown in Figure 

2. On the other hand, though some of the terms were 

mutually found in extreme and non-extreme texts, such 

as الله Allah and الشعب the public, it could be that the texts 

discussed topics relating to these terms, as found in the 

common words in non-extreme texts in Figure 3. 

 

Figure 2. Most frequent words in extremist Tweets [6]. 

 

Figure 3. Most frequent words in non-extremist Tweets [6]. 

Given the tweets in the dataset were provided by 

tweet ID, Twitter’s content redistribution policy restricts 

the sharing of tweet information besides the tweet IDs 

and user IDs. In light of the challenges associated with 

retrieving tweets using tweet IDs, we coded a Python 

script to extract the first 1660 tweets from the IDs 

pertaining to the extremist class and another 1660 tweets 

corresponding to the non-extremist class from the 

dataset. 

3.1.2. Annotated ISIS Radical Tweets Dataset 

For a more comprehensive and diverse analysis of 

extremist and non-extremist online content, a second 

publicly available dataset was utilized, containing 

tweets that advocated for and promoted ISIS, 

categorizing such content as extremist. The dataset, 

initially presented by Fraiwan [21], included 24,078 

tweets extracted from 174 accounts linked to ISIS. It 

includes over 10,000 tweets labeled as radical and 

terror-related, another 10,000 tweets classified as 

religious but non-terror-related, and approximately 

5,000 randomly selected tweets unrelated to any 

religious topics. 

Due to the dataset’s size, extracting SFs from all 

tweets was computationally intensive. For analytical 

purposes, we randomly selected a subset: 1,700 tweets 

from the radical and terror-related category, labeled as 

‘extremist,’ and 1,700 tweets from the religious but non-

terror-related category, labeled as ‘non-extremist.’ 

3.1.3. Cross-Platform Test Dataset 

Due to the limited availability of Arabic extremist 

datasets, we utilized a publicly available extremist 

dataset in the Kazakh language [31]. This dataset 

contains both extremist messages and neutral texts. The 

extremist messages explicitly reference engaging in 

extremist activities, providing financial support to 

extremist groups, and expressing interest in weapons. 

These texts were specifically selected as examples of 

extremist content. The neutral texts were chosen from 

commonly used words that are generally understood by 

the Kazakh audience and do not contain any religious 

references.  

The dataset includes 1,200 extremist messages and 

non-extremist texts, totaling over 140,000 words. To 

facilitate the translation process, we extracted a small 

subset from the dataset: 50 extremist texts and 50 

neutral texts, each limited to a maximum of 100 words. 

In order to ensure accurate translation into Arabic, we 

used Google Translate. As a way to warranty the 

accuracy of the translation, we recruited the expertise of 

two Khaza-Arabic translators via Upwork, a freelancer 

services platform. Each reviewer received 50 messages. 

Within a duration of two weeks, both reviewers 

submitted the 100 translated and reviewed texts, 50 

categorized as ‘extremist’ and 50 as ‘non-extremist.’ In 

the remainder of the research, the assembled dataset is 

referred to as ‘cross-platform test dataset.’ Table 1 

shows a translated non-extremist text from Kazakh to 

Arabic. 

Table 1. Sample translated non-extremist text in Kazakh and 

translated Arabic. 

Class Sample 

Kazakh 

Ислам күнтізбесінде қасиетті төрт ай бар. Олардың үшеуі 

қатарынан келеді: Зул-Қа'да, Зул-Хиджа және Мухаррам. 

Төртінші айға келсек, бұл жалғыз келетін Ережеп айы. 

Arabic 
 ذو وهي متتابعة تأتي منها ثلاثة .مقدسة أشهر أربعة هناك الإسلامي، التقويم في

 .منفرداً يأتي الذي رجب شهر فهو الرابع الشهر أما .ومحرم الحجة، ذو القعدة،

3.2. Preprocessing 

Three common preprocessing techniques for Arabic text 

including tokenization, removal of unnecessary words, 

and normalization, were applied to the reviews using the 

Tasaheel tool [24]. The previous tool provides several 

integrated Arabic NLP tools that offer tasks such as 
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tokenization, part-of-speech tagging, normalization, and 

stemming. A brief description of the preprocessing 

approaches conducted on the dataset using this tool is 

detailed below: 

 Tokenization: it involves breaking text into smaller 

units called tokens. 

 Normalization: in Arabic text, normalization aims to 

standardize the data for uniformity and consistency. 

This typically involves several steps, such as 

removing diacritics, which are marks representing 

vowels and phonetic information in Arabic words. 

Simplifying text processing by eliminating diacritics 

is a common practice. Additionally, normalization 

ensures that Arabic letters are represented in a 

standardized form, as these letters can have multiple 

forms depending on their position within a word. For 

example, normalization helps maintain a consistent 

representation of the Arabic letter alef أ, which can 

appear in different forms depending on its position in 

a word. 

 Remove Numerical Data, Non-Alphabetic 

Characters, and Stop Words: The removal of 

numerical data has been shown to enhance the quality 

of datasets, as highlighted by Sudheesh et al. [35]. 

Therefore, all numerical data were eliminated from 

the text, as they do not contribute meaningful 

information to the decision-making process. 

Furthermore, to improve dataset quality and model 

performance, non-alphabetic characters such as 

punctuation marks, special characters [?, @, #, /, &, 

%], and URLs were removed. This preprocessing 

step aims to streamline the dataset by eliminating 

irrelevant elements. Additionally, Arabic stop words 

were excluded during preprocessing, aligning with 

findings by Sudheesh et al. [35]. Eliminating stop 

words not only enhances model accuracy and training 

efficiency by retaining only relevant information but 

also allows for more in-depth analysis, particularly 

beneficial for a limited dataset [26]. 

4. Models and Features 

This section provides a background of the techniques 

used in this study, which are BERT-based models, MLPs 

and SFs. 

4.1. Bidirectional Encoder Representations 

from Transformers (BERT) 

BERT was developed and first introduced in 2018 by 

Google [19]. It is a language model pre-trained on large 

text datasets and was built adopting the transformer 

architecture and is available in many versions such as 

BERT Base and BERT Large. The BERT Base model is 

composed of 12 layers, each with 12 attention heads, 

and a hidden size of 768. In all, it has 110 million 

parameters. Alternatively, BERT Large consists of 24 

layers, 16 attention heads, and a hidden size of 1024, 

resulting in a total of 340 million parameters. Both 

versions have the capability to manage a sequence 

length of up to 512 tokens. 

In the architecture perspective, the first phase of 

BERT consists of a pair of primary objectives: Masked 

Language Modeling (MLM) and Next Sentence 

Prediction (NSP). These actions serve the model’s 

comprehension of word context within a sentence and 

the correlation between subsequent sentences. BERT 

understands context bidirectionally. This approach aids 

in improving language understanding. As a language 

model, BERT can be fine-tuned for specific tasks to 

achieve state-of-the-art results, especially in various 

NLP tasks. This study incorporates the BERT 

transformer-based models, as they achieve the best 

results in several NLP-based studies [4, 9, 16]. 

Consequently, several pre-trained versions of BERT, 

tailored for specific languages were developed, such as 

AraBERT for Arabic [11], CamemBERT for French 

[29], BETO for Spanish [14], and German BERT for 

German [15]. 

4.2. Bidirectional Encoder Representations 

from Transformers (BERT) 

An MLP is a feed-forward artificial neural network 

composed of an input layer, one or more hidden layers, 

and an output layer. MLPs are based on the principle of 

modeling complicated connections in data using non-

linear transformations over many layers. Every layer 

consists of neurons that use activation functions to 

process inputs from previous layers and transfer outputs 

to the following layer [18]. MLPs, often referred to as 

universal approximators, can be used to solve a variety 

of problems, such as non-linearly separable 

classification, regression, and prediction tasks [13]. 

MLPs’ efficacy is derived from their capacity to identify 

patterns and relationships in data by adjusting weights 

during the training process, which is typically achieved 

using a back propagation algorithm [40]. 

4.3. Sentimnt Features (SFs) 

Sentiment analysis, or opinion mining, is a field of NLP 

that focuses on identifying the polarity of textual data 

[37]. The objective is to discern the sentiments 

conveyed in a text, often classifying them as positive, 

negative, or neutral. The area has expanded 

considerably due to the growth of social media and big 

data, offering significant insights for organizations, 

marketers, and academics [30]. Sentiment analysis may 

be approached via two main ways: lexicon-based 

methods, which rely on preset dictionaries of words 

with known sentiment, and machine learning 

techniques, which include training algorithms on 

annotated datasets to identify patterns of sentiment [28]. 

Development in DL and emotion detection has 

improved sentiment analysis, allowing for advanced and 

specific interpretations of textual data. The produced 
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data indicating the sentiment of the text is often referred 

to as SFs. This phenomenon has been used in several 

Arabic studies [1, 39]. 

In this research, the Arabic NLP tool from the CaMeL 

Lab, named CaMeL tools, was used [33]. This is a 

complete set of NLP tools that have been developed 

specifically for the Arabic language. The CAMeL Lab, 

located at New York University Abu Dhabi, is dedicated 

to enhancing comprehension and analysis of Arabic 

texts using cutting-edge NLP methods. It has been 

widely adapted in Arabic classification tasks, proposing 

beneficial performance [7, 8, 10]. The system 

incorporates a sentiment analysis module that assesses 

the emotional tone of the text, categorizing it as either 

positive, negative, or neutral. A Python script was 

composed to leverage the CAMeL Tools library in 

performing the sentiment labeling for each tweet. 

Through utilizing the script, specifically, the pre-trained 

SentimentAnalyzer model recognized the sentiment of 

the text into three distinct types: positive, negative, and 

neutral. Further, a sentiment score of 1.0 is assigned to 

the defined sentiment category, while the scores for the 

other two categories are set to 0.0. The results showcase 

how each text entry is examined for sentiment, with 

scores being assigned accordingly. For instance, if a 

tweet is identified as having a positive sentiment, it will 

display scores such as: Positive: 1.0, Negative: 0.0, and 

Neutral: 0.0. This process highlights the efficiency of 

CaMeL tools in analyzing the sentiment within Arabic 

text, transforming the data into valuable insights by 

categorizing it according to sentiment. Figure 4 displays 

a sample of tweets with their sentiment results produced 

by CaMeL. Uniquely, it has the ability to recognize and 

distinguish between various Arabic dialects, which is 

specifically significant for processing the tweets in the 

dataset that contain various dialects. To ensure an 

extensive evaluation, SF were attentively extracted for 

each tweet of the three datasets. 

 

Figure 4. Sentiment features extraction results. 

4.4. Model Development 

In this section, an overview of the four developed 

models’ structural details to detect Arabic extremist 

posts are explained: 

Approach 1: AraBERT 

To employ the extremist detection task, we opted for the 

pre-trained AraBERT base model [11]. It was trained on 

8.6 billion words and contains a size range of 136 

million parameters. Moreover, it consists of 12 

transformer layers integrated into the encoder stack, 

along with 12 attention heads and a hidden size of 768. 

The following steps describe the AraBERT compilation: 

 Tokenization and Padding: are two important 

techniques in NLP. Tokenization refers to the process 

of breaking down a text into individual words or 

tokens. Padding, on the other hand, involves adding 

extra characters or tokens. The BERT tokenizer from 

the transformer’s library was used to tokenize and 

pad textual data. Specifically, the ‘aubmindlab/bert-

base-arabertv02’from the Hugging Face platform 

was applied for this task. The sequences were 

standardized to have the same length, with a 

maximum length of 100 tokens. 

 Encoding Categorical Variables Using Label 

Encoding: the categorical labels were converted into 

numerical values using the ‘LabelEncoder’ from 

‘sklearn.preprocessing’ to enable numerical 

processing for the classification model. 

 Architectural Design: the ‘TFBertModel,’ based on 

the BERT model, was opted as the main technique for 

sequence processing. The inputs consisted of 

tokenized sequences (input_ids) and attention masks 

(attention_mask) to emphasize the relevant tokens 

for classification tasks. 

 Multi-Head Attention Layer: the model’s ability to 

recognize connections among tokens was enhanced 

by the inclusion of a multi-head attention layer. The 

number of attention heads was set at six, with a key 

dimension of 64. The model would simultaneously 

concentrate on numerous components of the 

sequence due to its self-attention mechanism. 

 Layer Normalization and Pooling: a normalization 

layer was incorporated after the attention mechanism 

to enhance the stability of the training process and 

facilitate convergence. Subsequently, a global 

average pooling layer was used to combine the 

sequence embedding into a constant-sized vector, 

thereby capturing all components of the input 

sequence. 

 Classification Layer: the final classification layer 

included a dropout layer with a dropout rate of 0.3 to 

mitigate overfitting. The output layer consisted of a 

dense layer that applied a Softmax activation 

function, which generated probabilities for each class 

within the label set. 

Approach 2: AraBERT Incorporates MLP 

This model is similar to the model in approach 1, 

however, following the normalizing and pooling layers, 

an MLP was added to increase the model’s performance. 

The flattened attention vector was sent through a 

sequence of dense layers of the MLP. The first dense 

layer consisted of 32 units and used a Rectified Linear 

Unit (ReLU) activation function. This was then 

followed by a dropout layer with a dropout rate of 0.3, 

which was implemented to address the issue of 
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overfitting. Subsequently, an additional dense layer with 

8 units and ReLU activation was applied, followed by 

another dropout layer. 

Approach 3: MLP Incorporated SF 

In this approach, a simple MLP classifier trained by SF 

was compiled. Specifically, SF were transformed into a 

numeric array for employment, where the MLP was 

developed to process the numerical features. The input 

layer of the MLP was configured to incorporate the 

same dimensions as the numerical feature array. In 

terms of compilation, the first dense layer consisted of 

64 units and used a ReLU activation function. This was 

then followed by a dropout layer with a dropout rate of 

0.1. The output layer consisted of a dense layer and 

integrated a Softmax activation function, yielding a 

probability distribution across the various classes. 

Approach 4: AraBERT Incorporated with SF and 

MLP 

Similar to the earlier AraBERT model discussed in 

approach 1, we incorporate the SF and an MLP layer 

with AraBERT in this model, illustrated in Figure 5. 

Notably, the pooled attention vector was concatenated 

with the numerical features following the normalization 

and pooling layer to provide a composite feature 

representation. The combined representation was then 

fed into multiple dense layers inside the MLP. The first 

dense layer consisted of 32 units and used a ReLU 

activation function. This was then followed by a dropout 

layer with a dropout rate of 0.1, which was implemented 

to mitigate the risk of overfitting. Additionally, a second 

layer with a dense of 8 units and ReLU activation was 

implemented, which was then followed by a dropout 

layer. The ultimate classification layer included a dense 

layer fitted with a Softmax activation function, which 

produced the probability distribution across the various 

classes. 

 

Figure 5. A visualization for approach 4 model. 

5. Experimental Setup 

The models underwent training and testing by 

employing both the Arabic Extremist and Annotated 

ISIS Radical Tweets datasets. The first dataset included 

3320 tweets divided into 1660 tweets labeled as 

‘extremist’ and 1660 labeled as ‘non-extremist.’ A ratio 

of 70%, 2352 instances, was set for the training of the 

dataset. Further, a ratio of 15%, 484 instances, for 

validation, and 15%, 484 instances, for testing was set 

to ensure fair evaluations. On the other hand, the latter 

dataset contained 1700 tweets labelled as ‘extremist’ 

and 1700 labelled as ‘non-extremist.’ Similar to the first 

dataset, a ratio of 70%, 2380 tweets, was set for training 

15 % for validation, and 15% for testing, 510 tweets for 

each, respectively. For all datasets, early stopping to 

monitor the validation loss and minimize overfitting 

was configured. The experiments were conducted on a 

computer running 64-bit Windows 13.04.3 LTS with an 

Intel (R) Xeon (R) 2.00 GHz processor, 12 GB RAM, 

and an NVIDIA T80 GPU with 12 GB memory. All 

codes for this study were developed utilizing Keras 

2.3.1 in the Python programming language.  

The models employing AraBERT undertook 3 

epochs, and the one employing MLP with SF undertook 

50 epochs. The reason for the number of epochs 

variance between the latter models is due to the average 

dataset number and the fact that AraBERT is highly pre-

trained, hence higher epochs might cause overfitting. 

All models utilized a varying number of batches for 

training for each dataset. We maintain the batch size at 

32, being observant of the GPU memory limits, with 

consideration of sizes of training data, training accuracy, 

and loss using validation data. The hyperparameters 

tuning involved selecting the Adam optimizer and 1e-5 

learning rate, to enable AraBERT to tackle the forgetting 

problem, which is justified by that the use of higher 

learning rates, such as 4e-4, can result in the failure of 

consolidation on the training set [36]. Utilizing a 

reduced learning rate might allow the model to acquire 

a more ideal set of weights. Table 2 summarizes the 

model’s hyperparameters. 

Table 2. Hyperparameters of compiled models. 

Model Hyperparameters 

AraBERT 
Loss=sparse categorical_crossentropy, Learning rate=1e-5. 

Optimizer=Adam, Epochs=3, Batch_size=32 

MLP 
Loss=sparse categorical_crossentropy, Learning rate=1e-5. 

Optimizer=Adam, Epochs=50, Batch_size=32 

To assess the models’ performance in all 

experiments, we employed standard metrics such as 

accuracy, precision, recall, and F1-scores, presented in 

formulas displayed in equations 1 to 4. These metrics 

were calculated by comparing expected and measured 

results, enabling the analysis of prediction accuracy 

within the training sample. The classification into four 

groups-True Positive (TP), True Negative (TN), False 

Positive (FP), and False Negative (FN)-facilitated the 

derivation of these measures. Moreover, to thoroughly 

assess the models’ performance in terms of TP rate 

versus FP rate across different threshold settings, we 

display the Receiver Operating Characteristic (ROC) 
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curves for each model when tested on the unseen 

dataset. 

6. Results and Discussion 

This section delineates the achieved results for the 

Arabic extremist and ISIS Radical tweets datasets, and 

then for the Kazakh extremist dataset as a cross-

platform test dataset. This is followed by a discussion 

based on the results of the proposed models. 

Additionally, it will encompass a comparison between 

our proposed model and other models aimed at solving 

the same issue. 

6.1. Results on Arabic Extremist 

This section compares several approaches for 

classifying tweets into Extremist (E) and Non-Extremist 

(NE) categories. According to Tables 3 and 4, the 

AraBERT model performed adequately when defining 

extremist content, with a precision of 94%, recall of 

92%, F1-score of 94%, and total accuracy of 94%. For 

non-extremist labeling, it maintained a 94% accuracy, 

93% recall, and 93% F1-score. Moreover, the model 

developed by AraBERT integrated MLP resulted in 

considerably improved performance. This model 

attained a precision of 96%, recall of 98%, F1-score of 

96%, accuracy of 96% for extremist content, and a 

constant accuracy of 94%, recall of 93%, and F1-score 

of 93% for non-extremist labels. A valid explanation for 

this increase would be that MLPs might have the ability 

to convey additional textual features in furtherance to 

the embeddings supplied by AraBERT. This interaction 

implies the model to capitalize on a richer range of 

features, possibly recognizing nuances in the text that 

AraBERT’s embeddings individually may overlook. 

With this broader perspective, the model’s performance 

to effectively classify tweets may be beneficial. 

Table 3. Extremist and non-extremist detection models performance 
for Arabic extremist dataset. 

Models Class Precision Recall F1-score Accuracy 

AraBERT 
Extremist 94 92 94 

94 
Non-Extremist 94 93 93 

AraBERT+ML

P 

Extremist 96 98 96 
96 

Non-Extremist  94 93 93 

MLP+SF 
Extremist 87 81 84 

84 
Non-Extremist 82 88 85 

AraBERT+SF 

+MLP 

Extremist 97 96 96 
98 

Non-Extremist 96 96 98 

Interestingly, the MLP model converged with SF, 

performed more prevalent than AraBERT-based models. 

It scored accuracy of 84% and 82% for the extremist and 

non-extremist categories, respectively. This could be 

due to the fact although sentiment assessments may be 

challenging owing to the details and intricacies of 

human language, these simple sentiments may identify 

the general sentiment albeit fail to recognize nuanced 

expressions such as idiomatic and sarcastic terms that 

might be found in extremist material. So, excluding the 

AraBERT from this model reduces the model’s rich 

contextual knowledge, lowering its performance.  

Inevitably, the model compiled by concatenating 

AraBERT with SF, and further integrated MLP 

outperformed all other models. This model obtained 

97% precision, 96% recall, 96% F1-scores, and 98% 

accuracy for extremist material. As for the non-

extremist class, it maintained 96% accuracy, 96% recall, 

and 98% F1-score. In devoutly, this model demonstrated 

superior performance compared to all other models, a 

justification to this would be that the combined 

approach of AraBERT, SF, and MLP optimizes the 

individual potential of each component. AraBERT 

presents the foundation for interpreting context, SF 

incorporates specific domain features, and the MLP 

exploits this rich collection of features to provide 

effective predictions. This synergy generates a model 

that is more robust to capture nuanced variances in the 

language found in extremist and non-extremist tweets. 

Our models performed better than the models employed 

by CamemBERT in the study by Dragos and Constable 

[20], which reached an accuracy of 75%. Moreover, it 

outscored the best-performing model in [31] of Gradient 

Boost with Word2Vec, whose F1-score achieved 86%. 

As for models to detect extremist content in Arabic, our 

optimal model achieved higher accuracy than the BERT 

model compiled by Aldera et al. [5], which scored 97.4. 

In its entirety, these findings indicate that incorporating 

SF with AraBERT and MLP, may successfully 

strengthen the models’ performance to detect extreme 

textual content.  

6.2. Results on Annotated ISIS Radical Tweets 

Datasets 

This section evaluates multiple models in classifying 

tweets from the Annotated ISIS Radical Tweets Dataset 

into Extremist (E) and Non-Extremist (NE) categories. 

As illustrated in Table 4, the AraBERT model provided 

moderate performance in detecting extremist content, 

achieving a precision of 76%, recall of 69%, F1-score 

of 75%, and an overall accuracy of 75%. For non-

extremist classification, it maintained an accuracy of 

74%, recall of 80%, and F1-score of 77%. While 

AraBERT demonstrated reasonable effectiveness, its 

performance indicates potential limitations in capturing 

subtle linguistic variations within this dataset. 

Table 4. Extremist and non-extremist detection models performance 
for annotated ISIS radical Tweets dataset. 

Models Class Precision Recall F1-score Accuracy 

AraBERT 
Extremist 76 69 75 

75 
Non-Extremist 74 80 77 

AraBERT+ML

P 

Extremist 87 81 85 
86 

Non-Extremist  78 83 79 

MLP+SF 
Extremist 84 81 80 

81 
Non-Extremist 81 80 81 

AraBERT+SF 

+MLP 

Extremist 87 82 84 
88 

Non-Extremist 91 88 90 
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Significantly, integrating AraBERT with MLP 

resulted in noticeable improvements across all metrics. 

This combined model attained an accuracy of 86% in 

detecting extremist content, with precision of 87%, 

recall of 81%, and an F1-score of 85%. For non-

extremist tweets, it reached an accuracy of 78%, recall 

of 83%, and an F1-score of 79%. The performance 

enhancement suggests that MLP introduces an 

additional layer of abstraction, allowing the model to 

identify intricate textual features that AraBERT alone 

might not effectively capture. This highlights the 

advantage of leveraging neural network architectures to 

refine contextual embeddings and optimize 

classification. 

Interestingly, the standalone MLP combined with SF 

model delivered comparable performance, achieving an 

accuracy of 81% for both extremist and non-extremist 

tweets. With a precision of 84% and recall of 81% for 

extremist content, and an F1-score of 80%, this model 

slightly lower than the AraBERT+MLP combination. A 

plausible explanation for this is that while Sentiment-

based Features (SFs) contribute valuable indicators of 

radical content, their effectiveness is constrained by the 

complexity of extremist rhetoric, which often employs 

implicit or coded language. Without AraBERT’s 

contextual embeddings, the model may struggle to fully 

comprehend nuanced expressions. 

Ultimately, the best-performing model was AraBERT 

combined with SF and MLP, attaining an overall 

accuracy of 88%. It exhibited superior precision 87% 

and recall 82% for extremist content, leading to an F1-

score of 84%. The robustness of this model underscores 

the advantages of a hybrid approach, where AraBERT 

extracts deep contextual information, SF contributes 

domain-specific insights, and MLP synthesizes these 

inputs into more refined predictions. The synergy 

among these components strengthens the model’s 

capability to differentiate between extremist and non-

extremist language effectively. 

Overall, our findings reaffirm that integrating SF 

with AraBERT and MLP enhances model performance 

in detecting extremist textual content, particularly in 

challenging datasets such as the Annotated ISIS Radical 

Tweets dataset. 

6.3. Results on Cross-Platform Test Dataset 

To further evaluate the robustness and generalizability 

of the model, we conducted additional testing using a 

cross-platform test dataset. To ensure data compatibility 

between both datasets, this dataset endured the same 

preprocessing and SF extraction steps as the Arabic 

extremist dataset. Testing the performance of these 

models on this dataset allows us to verify the model’s 

performance beyond the training and validation. It 

validates its applicability to real-world extremist tweets. 

The whole dataset was inputted into each model as a 

cross-platform test dataset and each model was 

evaluated. The models’ detection performance achieved 

accuracies ranging from the lowest produced by MLP 

trained on SF reaching 59% and the highest achieving 

81% of the AraBERT assimilated with SF and MLP. In 

support, ROC is highest in the model AraBERT with 

embedded SF and MLP and the model AraBERT 

incorporated with MLP, reaching 91%. Further, the 

AraBERT model generates ROC of 85%, in contrast to 

the MLP trained with SF which produced the lowest 

ROC of 55%, as exhibited in Figure 6. 

 

  

a) AraBERT. b) AraBERT+MLP. 

  

c) AraBERT+SF+MLP. d) MLP+SF. 

Figure 6. ROC of models on unseen test dataset. 

6.4. Important Features  

We tested the previous findings by calculating the 

Information Gain (IG) to determine the important 

features. IG is a metric used in decision trees to estimate 

the efficacy of a feature when dividing the dataset into 

distinct groups. The calculation determines the decrease 

in entropy, which represents the level of uncertainty of 

the target variable (class labels) when a feature has been 

identified. Essentially, IG serves to determine the rate at 

which a certain feature affects the accuracy of 

predictions in a model [38]. Features with higher IG are 

considered to be more effective on the models’ 

performance. 

According to Figure 7, the top 20 important features, 

ranked according to the highest IG score were various 

words that pertained to insights into the tone found in 

the extremist text. First, the frequent use of explicit 

words denoting negativity such as boycott مقاطعه, infidel 

 These terms underscore the .عدو and enemy ,كافر

antagonistic essence of extreme discourse, commonly 

used in such negative posts expressing anger. On the 

other hand, encouragement positive words such as trust 

 focus on loyalty and العهد and covenant ثقه

trustworthiness among extremist societies, which is 

often utilized to foster solidarity and support ideological 

narratives. 
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Also, an expected finding was terms that referred to 

political figures such as Salman سلمان, AlSisy (Egyptian 

president) السيسي, Mohammed محمد with instances of 

indirect references to some figures to evade extremist 

text detection. 

In addition to these highly used terms, powerful 

features in the form of sentiment classes, specifically the 

features of positive and negative sentiment, are found to 

be vital in identifying extremist text. As demonstrated 

earlier, words denoting violence and anger found to 

express negativity would fully fit with negative 

sentiment. Moreover, words that express glorification 

and loyalty, would be aligned with the positive 

sentiment. Through comprehensive sentiment definition 

for extremist content, the analysis thoroughly 

recognizes the complex nature of extremist content by 

collecting both explicit and implicit terms, together with 

sentiment-driven context. 

 

Figure 7. Top 20 important features. 

7. Limitations and Future Works 

Although the research has shown encouraging findings, 

it is important to acknowledge that there are some 

limitations. Firstly, the dataset, while substantial, may 

not include all forms of extremist language, especially 

those involving implicit and encoded extremism. 

Additionally, the dependability on SFs may indicate that 

extremist content always expresses explicit sentiments 

expresses views. However, with the rapid advances in 

technology, images, and speech may be incorporated to 

convey their messages, which makes the SF inadequate 

to tackle this issue. Further research is needed to 

conquer these limitations and improve the model’s 

ability to be employed in wider extremist detection 

platforms. For future research, we also plan to explore 

various datasets and enhance our approach using AI 

techniques to detect extremist content on social media. 

8. Conclusions 

This study efficiently developed an innovative model 

that detects extremist texts on social media by 

leveraging AraBERT and employing SF and MLP. The 

model demonstrated superior results, with a noteworthy 

accuracy score of 98% for detecting extremist texts. The 

model’s generalizability and robustness were further 

validated by testing it on a cross-platform test dataset 

that featured extremist messages in the Kazakh 

language that were translated into Arabic. The model 

achieved good performance, with an accuracy of 81%, 

therefore corroborating its applicability for real-world 

extremist texts. The incorporation of SF had an 

important impact in enhancing the model’s capability to 

recognize sentiment tones in extremist messages, 

thereby strengthening its detection. Additionally, the 

study highlights the effectiveness of various compiled 

models such as AraBERT and improving its 

performance by integrating MLP, reaching an accuracy 

of 96%. In conclusion, this research provides vital 

findings and effective models that contribute to safety 

online and deter the dissemination of extremist textual 

content. We aim for this study to provide a valuable 

foundation for future research, especially in developing 

accurate models for detecting online extremism in the 

Arabic language. 
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