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Abstract: Cervical cancer is a primary cause of death in women. Human Papilloma Virus (HPV) virus is the main factor that 

causes cervical cancer. Therefore, risk reduction of cervical cancer is cervical cancer screening and vaccination against infection 

of HPV. The methods of cervical cancer screening are medical history, HPV virus detection, Pap smear detection, and small 

pieces of meat cutting. However, Pap smear detection is a popular technique for cervical cancer screening. In addition, the 

classification method is used to increase the performance of cervical cancer detection. Therefore, our research proposed method 

of cervical cancer detection using hybrid classification methods with risk factor data of cervical cancer and cervical cancer 

behavior risk data, which is divided into two stages: primary risk estimation of a chance cervical cancer and cervical cancer 

prediction. Firstly, the dataset was prepared to handle missing values and imbalanced data. Secondly, we select suitable 

attributes for model building. Finally, the dataset was used to build the model using hybrid classification methods by bagging 

with Random Forest. From our experiment, the model for primary risk estimation of a chance cervical cancer and cervical 

cancer prediction has an accuracy of 99.25% and 98.00%, respectively. The result shows that our proposed method accurately 

predicts cervical cancer compared to state-of-the-art methods. Therefore, it confirms that our proposed model can be applied to 

use for primary risk self-estimation of a chance of cervical cancer before deciding to meet a physician. Moreover, it helps the 

physician with diagnosis and treatment to reduce costs and the death rate. 
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1. Introduction 

Cervical cancer is considered to be the cause of death in 

women, inferior to breast cancer, and frequently found 

in ages 30-60 years [22]. The risk factors of a chance of 

cervical cancer are failure to undergo screening, syphilis, 

gonorrhea, taking birth control pills continuously for a 

long time, giving birth more than 4 times, and smoking. 

The leading cause of a chance cervical cancer is the HPV 

virus, which is often transmitted from sexual diseases. 

Therefore, to monitor disease, women aged 30 years and 

over should undergo screening to detect cervical cancer 

every 1 year and should be checked every 3 years in case 

of no risk [39]. However, the screening method should 

be performance, affordable, available, and easy to 

continuously follow because continuous screening 

increases the opportunity to defend and control the 

metastatic stage of the disease, including receiving 

prompt treatment. Therefore, if it has a high-

performance system, which helps primary risk 

estimation that it has risk or no risk from demographic 

information, the user can acknowledge and immediately 

protect preliminary risk. Moreover, if the system can 

accurately detect cervical cancer, it helps undergo 

screening and diagnosis to reduce and control cervical 

cancer in the metastatic stage and to protect against 

illness, including decreasing death rate and medical costs 

 
and increasing good health and well-being. Our 

hypothesis is to propose a high-performance system for 

primary risk estimation of a chance of cervical cancer 

and cervical cancer prediction. 

The cervical cancer diagnosis technique consists of 

several techniques, such as Pap smear, iodine test, 

biopsy, and colposcopy. In Thailand, several researchers 

also use cervical cancer diagnosis techniques through 

HPV testing, liquid-based cytology, and questionnaires 

[19, 21]. However, medical often use Pap smears to 

undergo screening for cervical cancer [5]. Therefore, our 

research uses cycology, indicating Pap smear to build a 

model for cervical cancer prediction [17]. Several 

researchers use classification methods to solve medical 

problems [24, 31, 36]. Furthermore, numerous 

researchers proposed methods for cervical cancer 

detection using classification methods [15, 20, 23, 26, 

27, 28, 29, 33, 40, 45]. To increase the detection 

precision and reduce the detection error of individual 

classifiers, several researchers proposed hybrid 

classification methods for cervical cancer detection [1, 2, 

6, 7, 13, 18, 30, 35, 37, 46]. Most of the previous research 

focuses on model building to predict cervical cancer. 

However, it still lacks primary risk self-assessment using 

demographic information to support decision-making to 

undergo screening since the first phase before the 
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metastatic stage to reduce the risk of a chance of cervical 

cancer and curability. Therefore, if the user can 

acknowledge the first phase risk before having 

symptoms, it will help reduce disease severity and death. 

In addition, it is beneficial for users to assess primary 

risks before deciding to meet a physician because of 

several causes, such as no time, embarrassed officers, 

and fear. Moreover, our proposed model benefits 

physicians in supporting diagnosis and further treatment. 

It became our motivation. 

While the method for cervical cancer prediction is the 

main domain of research studies in this field, detection 

inaccuracy and the lack of primary risk estimation of the 

chance of cervical cancer are still shortcomings. 

Addressing the challenge, the main contributions are as 

follows: 

1. We studied the pattern classification method for 

primary risk estimation of a chance of cervical cancer 

from demographic data and healthcare for self-

assessment before deciding to meet the physician. 

2. To enhance the accuracy of cervical cancer prediction 

by selecting appropriate attributes and using hybrid 

classification methods. 

The remainder of this paper is organized as follows: 

Section 2 is related to work. Section 3 is our proposed 

method for cervical cancer detection. Section 4 shows 

results and discussions. The last section summarizes the 

main conclusion and future work. 

2. Related Work 

Several researchers propose methods for cervical cancer 

detection using classification methods. Mehmood et al. 

[27] proposed a classification method to detect cervical 

cancer. The process of cervical cancer detection is 

divided into 3 processes. The first process is data 

preparation using pearson correlation. The second 

process is feature selection using random forest. The last 

process is model building using random forest and 

shallow neural network. This model can detect cervical 

cancer with an accuracy of 93.6%. 

Rahaman et al. [33] presented cervical cancer 

detection using a Hybrid Deep Feature Fusion (HDFF) 

and Late Fusion (LF) methods based on the SIPaKMeD 

Pap Smear dataset and Herlev datasets. The results show 

that HDFF can detect cervical cancer with higher 

accuracy than LF. 

Lilhore et al. [23] proposed cervical cancer detection 

using the classification method. The first step is 

correlation analysis and Boruta analysis to select 

features. The second step is cervical cancer detection 

using Support Vector Machine (SVM), Random Forest 

(RF), Decision Tree (DT), and Boruta. From the 

experiment, Boruta analysis can detect cervical cancer 

with high accuracy when compared to other methods. 

Mahmoud et al. [25] presented a method to detect 

cervical cancer using a quantum grasshopper 

optimization technique based on images of the cervical 

cells (Pap smear test). The quantum-based grasshopper 

computing algorithm with the fuzzy c-means algorithm 

and Convolutional Neural Network (CNN) are used to 

detect cervical cancer. The proposed method can detect 

cervical cancer with 98% accuracy. 

Kruczkowski et al. [20] presented cervical cancer 

detection using the classification method. “RF, 

XGBoost, Naïve Bayes (NB), and CNN” are used to 

build the model. The proposed model detects cervical 

cancer with an accuracy of 95%. This model can support 

doctors to diagnose for further treatment. 

Tanimu et al. [40] proposed a method to detect 

cervical cancer using Decision Tree. This paper uses a 

public dataset from the University of California, Irvine. 

The dataset is handled to imbalance class using a 

combination technique of oversampling data using 

SMTOE and undersampling data using Tomek’s Link 

(SMOTETomek). Then, recursive feature elimination, 

least absolute shrinkage, and selection operator extract 

suitable attributes for model building. The result of 

detection is an accuracy of 98.72% and a sensitivity of 

100% with recursive feature elimination and 

SMOTETomek methods. Also, Zhang et al. [45], Mukku 

and Thomas [28], Kalbhor and Shinde [15], Nandanwar 

and Dhonde [29], Masot et al. [26] use data mining 

techniques to detect cervical cancer. 

To increase the performance of cervical cancer 

detection using an individual classifier, numerous 

researchers proposed methods for cervical cancer 

detection using hybrid classification methods. Shinde et 

al. [37] proposed a method to detect cervical cancer 

using Pap smear cytology images based on 

classification. There are 2 methods to classify cervical 

cancer. The first method uses principal component 

analysis and hybrid machine learning techniques (SVM, 

RF, and Neural Network (NN)) based on maximum 

votes. The second method uses feature fusion vectors 

and an Artificial Neural Network (ANN) based on a 

Convolutional Neural Network (CNN). From the 

experiment, the second method is high performance. 

Chandran et al. [6] presented a method for cervical 

cancer detection using Deep Learning (DL) technique. 

There are 2 techniques: CNN (VGG19) and Colposcopy 

Ensemble Network (CYENET). Colposcopy images are 

used to prepare and build models. The result shows that 

CYENET can detect cervical cancer with 92.3% 

accuracy compared to CNN (VGG19). 

Nikookar et al. [30] proposed cervical cancer 

detection using hybrid classification methods based on 

colposcopic images. The system can detect cervical 

cancer with sensitivity (96%) and specificity (94%). 

Zorkafli et al. [46] proposed cervical cancer detection 

using a hybrid multi-layered perceptron and genetic 

algorithm. Cells are used to extract features for model 

building. The result shows that this model detects 

cervical cancer with high accuracy. 

Ilyas and Ahmad [13] presented cervical cancer 
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detection using Ensemble methods. “DT, SVM, RF, K-

Nearest Neighbor (KNN), naïve bayes, multilayer 

perceptron, J48 trees, and Logistic Regression” are used 

to build a model for cervical cancer detection with an 

accuracy of 94%. 

Khanam and Mondal [18] proposed a model to detect 

cervical cancer using hybrid classification methods. 

Firstly, the dataset is prepared to adjust the imbalance 

class using Borderline-SMOTE. Then, the model is built 

using several classifiers. Hybrid classification methods 

(Random Forest, Support Vector Machine, 

ExtraTreeClassifier, XGBoost, and Bagging) achieve an 

accuracy of 94.4%. Also, Bhavani and Govardhan [2], 

Alam et al. [1], Razali et al. [35] proposed a method to 

detect cervical cancer using the same techniques as 

Khanam and Mondal [18].  

Curia [7] proposed a method to detect cervical cancer 

using hybrid classification methods based on a dataset 

on the UCI repository. This model can detect cervical 

cancer with an accuracy of 94.5%. 

From previous research studies, most research 

focuses on methods for cervical cancer prediction. 

However, preliminary risk estimation of a chance of 

cervical cancer using demographic data seems to appear 

in this field rarely. Nevertheless, demographic data is 

essential data for preliminary risk estimation of a chance 

cervical cancer to preliminary screening before deciding 

to meet a physician for diagnosis and treatment because 

it can reduce time and cost. We examined based on the 

advantages of demographic data and hybrid 

classification methods. Therefore, we proposed a new 

method for preliminary risk estimation of the chance of 

cervical cancer. 

3. Methods 

This paper consists of two stages of cervical cancer 

detection (stage 1: primary risk estimation of a chance 

cervical cancer and stage 2: cervical cancer prediction), 

as shown in Figure 1. 

 

Figure 1. Stage of cervical cancer detection. 

From Figure 1, each stage of cervical cancer detection 

consists of 3 parts such as data collection, data 

preprocessing, and model building. Each part is 

described in the next section. 

3.1. Data Collection 

In this paper, we use 2 datasets from the UC Irvine 

machine learning repository, which has several 

researchers using these datasets [7, 13]. The first dataset 

was collected from ‘Hospital Universitario de Caracas’ 

in Caracas, Venezuela of Kelwin et al. [16]. The dataset 

consists of demographic information, habits, and 

historical medical. There are 858 rows (32 attributes and 

4 classes: Hinselmann, Schiller, Cytology, and Biopsy) 

[41]. For Hinselmann, it is a method for cervical cancer 

detection using a microscope to detect Schiller cells, 

which test the reaction between iodine and glycogen of 

the vaginal mucosa. The Schiller test is checked in the 

area of colored and not-colored iodine. Cytology is a 

method for cervical cancer detection by Cytology of the 

cervix. Biopsy is Biopsy diagnosis, which is a surgery 

process in separate cells or tissue to detect disease or the 

scope of disease [9, 10, 17, 34]. However, physicians 

often use methods for cervical cancer detection using a 

pap smear, which is a diagnosis of cytology of the cervix 

[17] model for cervical cancer prediction. In addition, to 

reduce the risk of overfitting, we use the second dataset 

(cervical cancer behavior risk dataset) to build the model 

for cervical cancer prediction. There are 72 rows and 20 

attributes (19 attributes and 1 class (yes and no)), which 

have no missing values [42].  

3.2. Data Preprocessing 

To obtain high performance in cervical cancer detection, 

we prepare data by data cleaning, imbalance class 

handling, and appropriated attribute selection, which are 

explained in the next section. 

3.2.1. Data Cleaning 

From the exploration the first dataset, some attributes are 

missing values of more than 92%, such as Sexually 

Transmitted Diseases (STDs): Time since first diagnosis 

and STDs: Time since last diagnosis. Therefore, we 

remove two attributes. The remainder of the attribute, 

which is numeric and nominal, handles missing values. 

Numeric handles missing values using median [12]. 

Nominal handles missing values using mode [12], as 

shown in Equations (1) and (2).  

𝑀𝑒𝑑𝑖𝑎𝑛 = 𝐿 + [

𝑁
2

− 𝐹

𝑓𝑚
] 𝐼 

L is the real lower limit of the median 

F is the cumulative frequency of the lower limit of the 

median 

fm is the cumulative frequency of the median 

N is the total number 

(1) 
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I is the width of class interaction 

𝑀𝑜𝑑𝑒 = 𝐿0 + 1 (
𝑑1

𝑑1 + 𝑑2
) 

L0 is a lower bound. 

I is the width of the mode. 

d1 is the difference between the frequency of the mode 

and the previous class of mode. 

d2 is the difference between the frequency of mode and 

post-class of mode. 

After, we handle missing values. We performed 

outlier detection using Boxplot [12]. We found that some 

attributes (STDs: HPV, Number of sexual partners, 

Smokes, Smokes (years), Hormonal Contraceptives, 

Hormonal Contraceptives (years), Age, First sexual 

intercourse (age), Number of pregnancies, and STDs: 

AIDS) have outliers, which has a difference distribution 

from the group. Therefore, we remove 4 rows. From 

missing value handling and outlier detection, there is a 

total dataset of 854 rows (30 attributes and 4 classes) for 

model building. 

3.2.2. Imbalance Class Handling 

Once we clean the data, the next step is exploring the 

balance of the dataset to enhance performance and 

reduce the bias of answers, which is performed as 

follows. 

3.2.2.1. Imbalance Class Handling of Data for 

Primary Risk Estimation of a Chance 

Cervical Cancer (Stage 1) 

We use the first dataset, which has an imbalance class, 

to build a model, as seen in Table 1. 

Table 1. Number of class to build model for primary risk estimation 
of a chance cervical cancer. 

Class label Number 

Risk 103 

No risk 751 

From Table 1, no risk data has more than risk data at 

approximately 7.29%. To enhance the model's 

performance and reduce overfitting, we handle the 

imbalance class using adaboost [12]. AdaBoost focuses 

on adjusting the weight of the class with a smaller 

number of samples to handle an imbalanced class [12]. 

3.2.2.2. Imbalance Class Handling of Data for 

Cervical Cancer Prediction (Stage 2) 

We use both datasets to build a model. As seen in Table 

2, they still have an imbalanced class. 

Table 2. Number of classes of both datasets to build a model for 

cervical cancer prediction. 

Class label Citology Cancer 

1 (yes) 43 21 

0 (no) 811 51 

From Table 2, this research uses the class label of 

citology from the first dataset to build a model for 

cervical cancer prediction because this method has been 

known to screen cervical cancer [6]. From the data 

explore, healthy data (no) has more than cervical cancer 

data (yes) at approximately 18.86%. For the second 

dataset, healthy data (no) has more than cervical cancer 

data (yes) at approximately 2.43%. Therefore, we use the 

same technique as stage 1 to handle the imbalance class 

of both datasets [37]. 

3.2.3. Appropriated Attribute Selection 

When we handle an imbalance class, we select the 

appropriate attributes for the model building to obtain a 

high-performance model, which is described as follows. 

3.2.3.1. Appropriated Attribute Selection for Model 

Building of Primary Risk Estimation of a 

Chance Cervical Cancer (Stage 1) 

From previous research studies, factors indicate the risk 

of a chance of cervical cancer, as seen in Table 3. 

Table 3. Factors to indicate risk of a chance of cervical cancer. 

Sonkong [39] Predawan and Sompeewong [32] Wesabi et al. [43] Sindiani et al. [38] Deng et al. [8] 

age, education, occupation, 

income/mounth, marital status, 

number of pregnancies, age of first 
pregnancies, history of hormonal 

contraception, using hormonal 

contraception pills for a long time, 
smoking, and disorder of 

reproductive function 

age, number of sexual partners, 
age at 1st sexual coitus, number of 

parturition, hormonal 

contraception, IUD 

age, first sexual 

intercourse, number of 

pregnancies, smokes, 
hormonal contraceptives, 

and STDs:genital herpes 

age, number of sexual partners, 
first sexual intercourse, number of 

pregnancies, smoking, hormonal 

contraceptives per years, IUD, 
STD, condylamotosis, pericon 

dylomotosis, genital herpes, AIDS, 

STD-No of diagnosis 

number of sexual 

partners, number of 
pregnancies, age, age of 

first sexual intercourse, 

and hormonal 
contraceptives 

 

From Table 3, several demographic factors affect the 

risk of a chance of cervical cancer. In addition, sexually 

transmitted diseases, which consist of chlamydia, 

gonorrhea, syphilis, and Human Immunodeficiency 

Virus (HIV)/AIDS, also affect the risk of a chance of 

cervical cancer [3, 4]. From previous research studies, 

several factors, which include age, number of sexual 

partners, age of first sexual intercourse, age of first 

pregnancies, using hormonal contraception pills for a 

long time, smoking, number of pregnancies, and 

sexually transmitted diseases, indicate the primary risk 

of a chance cervical cancer. Therefore, our research 

selects these factors to build a model for primary risk 

estimation of a chance of cervical cancer, as seen in 

Table 4. 

From Table 4, several factors affect the risk of a 

chance of cervical cancer. These factors are assigned 

class labels by considering criteria from the medical 

(2) 
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articles, as seen in Table 5 [3, 4].  

Table 4. Appropriated factors to build a model for primary risk 
estimation of a chance cervical cancer. 

Attribute Attribute value 

STDs:HPV Not infected, Infect 

Number of sexual partners One, more than 6 

Smokes No smoking, smoking 

Smokes (years) Less than equal to 10 years, more than 10 years 

Hormonal contraceptives No, Yes 

Hormonal contraceptives (years) Less than equal to 5 years, more than 5 years 

Age Less than equal to 40, more than 40 

First sexual intercourse (age) Less than equal to 15, more than 15 

Number of pregnancies One person, more than one person 

STDs:AIDS No, Yes 

From Table 5, the criteria of risk indication are if 

STDs: HPV is infection, number of sexual partners has 

more than 6 persons, smokes=yes, smokes (years) has 

more than 10 years, hormonal contraceptives=yes, 

hormonal contraceptives (years) has more than 5 years, 

age has more than 40 years, first sexual intercourse (age) 

has less than 15 years, number of pregnancies has more 

than 1 person, and STDs: AIDS=yes. The result is “risk”. 

Criteria of no risk indication are if STDs: HPV is no 

infection, the number of sexual partners has less than 

equal to 6 persons, smokes=no, smokes (years) has less 

than equal to 10 years, hormonal contraceptives = no, 

hormonal contraceptives (years) have less than equal to 

5 years, age has less than equal to 40 years, first sexual 

intercourse (age) has more than equal to 15 years, 

number of pregnancies has less than equal to 1 person, 

and STDs: AIDS=no. The result is “no risk”. From data 

preparation, there are 10 attributes and 1 class (risk and 

no risk) for the model building of primary risk estimation 

of a chance cervical cancer.  

Table 5. Criteria of determination of risk and no risk of a chance 

cervical cancer. 

Risk estimation criteria 

Condition No risk Risk 

STDs:HPV No infection Infection 

Number of sexual partners ≤ 6 persons > 6 persons 

Smokes No Yes 

Smokes (years) ≤ 10 years > 10 years 

Hormonal contraceptives No Yes 

Hormonal contraceptives (years) ≤ 5 years > 5 years 

Age ≤ 40 years > 40 years 

First sexual intercourse (age) ≥ 15 years < 15 years 

Number of pregnancies ≤ 1 person > 1 person 

STDs: AIDS No Yes 

3.2.3.2. Appropriated Attribute Selection for Model 

Building of Cervical Cancer Prediction (Stage 

2) 

For the method of appropriate attribute selection to build 

a model for cervical cancer prediction, we are a 

preliminary experiment with 3 methods. Firstly, we 

select attributes according to the research of Ilyas and 

Ahmad [13], which uses several attributes such as Dx: 

Cancer, Dx: HPV, Dx, STDs: genital herpes, STDs: 

HIV, STDs, Dx: CIN, STDs: number of diagnoses, STDs 

(number), STDs: vulvo-perineal condylomatosis, STDs: 

condylomatosis, Hormonal Contraceptives (years), 

Smokes (years), IUD, age, number of pregnancies, 

STDs: syphilis, IUD (years), STDs: time since first 

diagnosis, smokes, smokes (packs/year), STDs: time 

since last diagnosis, hormonal contraceptives, STDs: 

vaginal condylomatosis, STDs: HPV, STDs: pelvic 

inflammatory disease, STDs: Hepatitis B, STDs: 

molluscum contagiosum, first sexual intercourse (age), 

number of sexual partners, STDs: cervical 

condylomatosis, and STDs: AIDS. From the experiment, 

the result shows that the accuracy of cervical cancer 

prediction is 94.00%. Secondly, the attributes, which 

consist of smokes (years), smokes, IUD (years), IUD, 

hormonal contraceptives, hormonal contraceptives 

(years), number of pregnancies, first sexual intercourse, 

age, and number of sexual partners, are selected 

according to the research of Khanam and Mondal [18]. 

This method can detect cervical cancer with an accuracy 

of 94.40%. Finally, to reduce overfitting and increase the 

model's performance, we experimented with appropriate 

attribute selection using Recursive Feature Elimination 

(RFE) [11]. RFE is attribute selection with Wrapper 

method to select appropriate attributes with the model 

performance using ranking [11]. The result of attribute 

ranking is shown in Table 6. 

Table 6. Appropriate attributes selection using RFE with ranking. 

No ranking Attributes 

1 Age 

3 Number of sexual partners 

4 First sexual intercourse 

5 Num of pregnancies 

7 Smokes 

10 Smokes (years) 

15 Smokes (packs/year) 

2 Hormonal Contraceptives 

12 Hormonal Contraceptives (years) 

11 IUD 

6 IUD (years) 

26 STDs 

8 STDs (number) 

49 STDs:condylomatosis 

47 STDs:cervical condylomatosis 

27 STDs:vaginal condylomatosis 

25 STDs:vulvo-perineal condylomatosis 

16 STDs:syphilis 

46 STDs:pelvic inflammatory disease 

48 STDs:genital herpes 

28 STDs:molluscum contagiosum 

17 STDs:AIDS 

9 STDs:HIV 

29 STDs:Hepatitis B 

19 STDs:HPV 

39 STDs: Number of diagnosis 

13 Dx:Cancer 

44 Dx:CIN 

18 Dx:HPV 

14 Dx 

21 behavior_sexualRisk 

35 behavior_eating 

40 behavior_personalHygine 

32 intention_aggregation 

41 intention_commitment 

45 attitude_consistency 

43 attitude_spontaneity 

42 norm_significantPerson 

24 norm_fulfillment 

36 perception_vulnerability 

20 perception_severity 

30 motivation_strength 

38 motivation_willingness 

31 socialSupport_emotionality 

33 socialSupport_appreciation 

34 socialSupport_instrumental 

37 empowerment_knowledge 

22 empowerment_abilities 

23 empowerment_desires 
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From Table 6, our proposed method can detect 

cervical cancer with an accuracy of 98.00%. Therefore, 

the competitive result of the appropriate attribute 

selection method for cervical cancer prediction is shown 

in Table 7. 

Table 7. Competitive result of the appropriate attribute selection 

method for cervical cancer prediction.  

Attributes Result 

Ilyas and Ahmad [13] 94.00% 

Khanam and Mondal [18] 94.40% 

Our proposed method 8.009 %* 

*high accuracy 

From Table 7, we selected appropriate attributes to 

build a model for cervical cancer prediction using RFE 

with ranking. There are 49 attributes and 1 class of 

cancer (yes and no).  

3.3. Model Building 

Once we obtain appropriate attributes for model 

building, each model building is explained as follows. 

3.3.1. Model Building for Primary Risk Estimation 

of a Chance Cervical Cancer (Stage 1) 

In model building for primary risk estimation of a 

chance cervical cancer, we use several classification 

methods such as Multilayer Perceptron (MLP), 

KNearest Neighbors (KNN), RF, and DT [12, 44]. We 

set the parameter as follows. 

For the MLP model, MLP [12] is one of the principles 

of Artificial Neural Network (ANN) for classification in 

multilayer. MLP consists of input, output, and hidden 

layer nodes. MLP is a popular method because it can 

classify data into several types and is suitable for 

complex work, as shown in Equation (3). 

𝑦 = 𝑓(𝑊𝑇𝑥) = 𝑓(∑ 𝑊𝑖

𝑁

𝑖=1

𝑥𝑖 + 𝑏) 

f is the activation function 

N is the number of neurons 

W is ANN model weights 

b is a bias vector 

We experiment to build a performance model for 

primary risk estimation of a chance of cervical cancer 

using MLP. From the experiment, we set the parameter 

as seen in Figure 2. 

From Figure 2, we set 10 input nodes such as STDs: 

HPV, Number of sexual partners, Smokes, Smokes 

(years), hormonal contraceptives, hormonal 

contraceptives (years), age, first sexual intercourse 

(age), Number of pregnancies, and STDs: AIDS, 6 

hidden layer nodes and 2 outputs (Risk/No risk), 

momentum=0.5, and learning rate=0.2. 

 

 
Figure 2. Model for primary risk estimation of a chance cervical 

cancer using MLP. 

For the KNN model, KNN [12] is an easy and 

uncomplexity classification method using the similarity 

of data and the K value. If the answer is similar to the K 

value, the answer is the K value. The distance 

computation uses Euclidean distance, as shown in 

Equation (4).  

𝑑𝑖𝑠𝑡(𝑝, 𝑞) = √∑(𝑝𝑘 − 𝑞𝑘)2

𝑛

𝑘=1

 

We set parameters with several cases. From the 

experiment, the best model is a parameter setting with 

K=3, the NearestNeighborsearch algorithm 

(linearnnsearch with euclidean distance), and inputs are 

the same as with the MLP model. 

For the RF model, RF [37] is a pervasive method for 

the solution of Regression and classification developed 

from DT. RF consists of many trees to enhance 

classification performance. Therefore, we use RF by 

hybrid many DT, as shown in Equation (5).  

F(x)=1 n P i∈[n] Ti(x). 

Random Forest by an ensemble of decision trees 

F={Ti}i∈[n]. 

We experiment by parameter setting with a number 

of random selection of 10 attributes, number of 

iterations (100), max depth (10), and batch size (10). 

Finally, we build a model for primary risk estimation 

of the chance of cervical cancer using DT [12]. DT is a 

classification method. It is suitable for continuous and 

discrete data. The decision tree includes the inner node, 

branch, and leaf node. We set input and output similar 

to the previous model. We use the J48 algorithm and set 

(4) 

(5) 

(3) 
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batch size (100), seed (5), and confidence factor (0.5). 

To increase the performance of our proposed method, 

we build the model using hybrid classification methods, 

which consist of several methods such as vote ensemble, 

bagging, and RF [12, 44]. Each technique has different 

advantages and disadvantages. We experiment to select 

an appropriate model for primary risk estimation of a 

chance of cervical cancer. The result shows that bagging 

using Random Forest has a high accuracy when 

compared to other methods. We set the parameter of 

bagging using Random Forest and numiterations=100, 

batch size (100), and seed (5) to select the best answer. 

Bagging [12] is a classification method with data 

random from a dataset, which is divided into several sets 

and the same classification method, as seen in Figure 3. 

 
Figure 3. Primary risk estimation of a chance of cervical cancer by 

Bagging using Random Forest. 

3.3.2. Model Building for Cervical Cancer 

Prediction (Stage 2)  

In model building for cervical cancer prediction, we also 

use the same classifier as a model of stage 1. We set the 

parameter as follows. 

The MLP model has 3 layers (49 input nodes, as 

explained in section 2.3.23. , 26 hidden layer nodes, and 

2 output nodes (Yes and No)). We set the learning rate 

at 0.3, momentum (0.2), batch size (20), and training 

time (500), as shown in Figure 4. 

 

Figure 4. Model building for cervical cancer prediction using MLP. 

For the KNN model, we set K=3 and the 

NearestNeighbor algorithm (LinearNNsearch with 

Euclidean distance), which uses attributes similar to the 

MLP model. 

For the RF model, we experiment with setting an 

appropriate parameter by randomly selecting an 

attribute of 49 attributes, number of iterations (100), 

max depth (10), and batch size (10). 

For the DT model, we set the input and output 

similarly to the previous model. We use the J48 

algorithm and set batch size (100), seed (5), and 

confidence factor (0.5). 

Finally, we use hybrid classification methods, which 

set parameters by bagging using Random Forest and 

numiterations =100, batch size (100), seed (5), the same 

as the model of stage 1. 

3.3.3. Performance Measurement of Model 

Performance measurement of the model uses several 

evaluations such as accuracy, precision, recall, and F1 

score as shown in Equations (6) to (9), which compute 

to confusion matrix [12, 44] as shown in Table 8.  

Table 8. Confusion matrix. 

Actual/ Prediction True False 

True TP FP 

False FN TN 
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𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐹1 𝑠𝑐𝑜𝑟𝑒 =
2𝑋𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑋𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  

4. Results and Discussion 

In this section, we describe the result of our proposed 

model. In addition, we demonstrate a case study to show 

the effectiveness of the proposed model. The dataset, 

which is handled in the imbalance class, as explained in 

section 3.2.2, is used to build the model and evaluate the 

effectiveness of the model with 10-fold cross-

validation. The dataset was divided into the training 

dataset and the testing dataset. The performance 

evaluation of the model uses 4 measurements (accuracy, 

precision, recall, and F1 score), as shown in Table 9. 

From Table 9, the result of primary risk estimation of 

a chance cervical cancer using DT achieved high 

accuracy with 98.80% compared to other classifiers. 

Next, the result of preliminary risk estimation of a 

chance cervical cancer using RF is an accuracy of 

98.42%. Finally, the result of preliminary risk 

estimation of a chance cervical cancer using MLP and 

KNN is an accuracy of 96.85% and 95.54%, 

respectively. 

Table 9. Result of primary risk estimation of a chance cervical cancer (stage 1) and cervical cancer prediction (stage 2) using each classifier. 

 
MLP KNN RF DT 

Stage 1 Stage 2 Stage 1 Stage 2 Stage 1 Stage 2 Stage 1 Stage 2 

Accuracy 96.85% 95.00% 95.54% 93.00% 98.42% 96.00% 98.80% 97.00% 

Precision 96.85% 95.00% 95.54% 92.00% 98.42% 95.00% 98.80% 96.00% 

Recall 96.85% 95.00% 95.54% 93.00% 98.42% 96.00% 98.80% 97.00% 

F1 score 96.85% 95.00% 95.54% 92.00% 98.42% 96.00% 98.80% 97.00% 
 

For cervical cancer prediction, the result of cervical 

cancer prediction using DT also is high accuracy with 

97.00% compared to other classifiers. Next, RF had an 

accuracy of 96.00%. MLP had an accuracy of 95.00%. 

KNN also had the lowest accuracy of 93.00%. From the 

result of the experiment of both models, DT has 

accuracy more than other methods, because the 

prediction model using DT is independent of data 

distribution. Therefore, DT can accurately detect 

cervical cancer in several cases. However, we found that 

some cases are errors. For example, the user is young 

and does not smoke, but the model predicted that the 

user had a risk of a chance of cervical cancer. To 

enhance the performance of primary risk estimation of 

a chance of cervical cancer and cervical cancer 

prediction using an individual classifier, we use hybrid 

classification methods by bagging using Random 

Forest. The result is shown in Table 10.  

Table 10. Result of primary risk estimation of a chance cervical 

cancer (stage 1) and cervical cancer prediction (stage 2) using hybrid 

classification methods. 

 Our proposed method Other datasets [14] 

 Stage 1 Stage 2 Stage 1 Stage 2 

Accuracy 99.25% 8.009 % 99.20% 7.759 % 

Precision 99.25% 98.00% 99.20% 7.759 % 

Recall 99.25% 98.00% 99.20% 7.759 % 

F1 score 99.25% 98.00% 99.20% 7.759 % 

From Table 10, the result of primary risk estimation 

of a chance cervical cancer and cervical cancer 

prediction using hybrid classification methods achieved 

accuracies of 99.25% and 98.00%, respectively. 

Therefore, the result shows that hybrid classification 

methods outperformed individual classification. For 

example, the user is young. The user has many children, 

but the user does not have many partners and is not 

smoking. Our proposed model can detect accuracy. 

Therefore, we use our proposed model to develop a 

prototype system for primary risk estimation of a chance 

cervical cancer and cervical cancer prediction. 
Moreover, we applied SHAP to interpret the feature 

importance in our proposed model for primary risk 

estimation of a chance cervical cancer and cervical 

cancer prediction, as shown in Figures 5 and 6. 

From Figure 5, hormonal contraceptives (years) is 

the most influential feature for the first model, with a 

positive SHAP value indicating that the subject tends to 

have a chance of cervical cancer. Next, other features 

impacted the primary risk estimation of a chance of 

cervical cancer by the distribution of SHAP values. 

 
Figure 5. Relationship between features and SHAP value of primary 

risk estimation of a chance cervical cancer. 

(6) 

(7) 

(8) 

(9) 
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Figure 6. Relationship between features and SHAP value of cervical cancer 
prediction. 

The second model from Figure 6 shows that age is 

the most influential feature, which indicates that the 

subject was likely to develop cervical cancer. Other 

features also had an impact on predicting cervical 

cancer, as illustrated by the distribution of SHAP values. 

In addition, to ensure our proposed model generalizes 

well to real-world data, we use a cervical cancer dataset 

from Kaggle [14]. There are 835 rows and 36 attributes 

to test the accuracy of our proposed model. The result 

shows that primary risk estimation of a chance cervical 

cancer and cervical cancer prediction achieved 

accuracies of 99.20% and 97.75%, respectively. 

Therefore, it confirms that our proposed model is still 

accurate even though other data were used for testing. 

Our proposed model can be applied for real use. 

Furthermore, we compared our proposed method 

with the state-of-the-art methods on the same example 

dataset. The result shows that our proposed method 

exceeds the research of Ilyas and Ahmad [13] and 

Khanam and Mondal [18], as seen in Table 11. Our 

proposed method can predict accuracy in several cases. 

For example, the user uses hormonal contraceptives and 

uses them for a long time, having many sex partners, 

smoking, and having aged. Therefore, it confirms that 

our proposed method is also accurate in cervical cancer 

prediction. We can apply our proposed model to 

practicality, which is useful for users and physicians in 

preliminary screening, diagnosis, and further treatment. 

Moreover, it conforms to our hypothesis, which 

proposed a high-performance system for primary risk 

estimation of a chance of cervical cancer and cervical 

cancer prediction. In addition, previous research focuses 

on model building for cervical cancer prediction, but it 

also lacks a model for primary risk estimation of a 

chance cervical cancer to help users with a preliminary 

assessment before deciding to meet a physician. 

However, our research has both models of primary risk 

estimation of a chance cervical cancer and cervical 

cancer prediction. 

Table 11. Comparison between our proposed method and state-of-the-art cervical cancer prediction reported in the literature using the same 

dataset. 

 Method Accuracy Precision Recall F1 score 

Ilyas and Ahmad [13] Ensemble classification method based on majority vote  94.00% 97.00% 97.00% 96.00% 

Khanam and Mondal [18] Stacking ensemble method (RF, SVM, ExtraTreeClassifier, XGBoost, and Bagging) 94.40% 94.80% 93.70% 93.00% 

Our proposed method bagging using random forest 8.009 % 98.00% 98.00% 98.00% 

 

From Table 11, we compared the result of our 

proposed method with the state-of-the-art methods. The 

result shows that our proposed method gains accuracy 

than other methods, which has increased accuracy, as 

shown in Figure 7. 

 

Figure 7. Competitive result of our proposed method with state-of-

the-art methods. 

From Figure 7, our proposed method outperformed 

two previous studies. Predictions of these two previous 

studies also had errors. Therefore, our proposed model 

is efficient for application in real-life situations because 

it is precise, reliable, affordable, and easy to use. It 

benefits clinical adaptability for decision support in 

physician diagnosis, which is an assistant tool for 

detecting disease and timely treatment. In addition, our 

proposed method uses a processing time of no more than 

1 second compared to previous research. Our proposed 

method was developed with Python and can detect 

cervical cancer in real-time on an intel core i5 Central 

Processing Unit (CPU) @1.7 GHz and 16 GB RAM 

processing platform. 

In addition, to explain the work method and the 

advantage of our proposed system, we demonstrate a 

work simulation with test data records randomly 

selected from the dataset for primary risk estimation of 

a chance cervical cancer in stage 1 (Figure 8). 
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Figure 8. Case study of primary risk estimation of a chance cervical 

cancer.  

From Figure 8, the system uses processing time no 

more than 1 second, when the subject fills in data into 

the system. The result shows that the subject, whose 

data record was randomly selected from the dataset, as 

state has a risk of a chance of cervical cancer. Therefore, 

the result of the prediction can describe that the subject 

has the opportunity of cervical cancer. This information 

is beneficial to acknowledging the primary risks and 

healthcare issues before deciding to meet a physician. In 

addition, it reduces the cost of medical checkups and the 

burden on medical staff. Moreover, it can also be used 

as a tool to follow and monitor a continuous risk of a 

chance of cervical cancer. To confirm the result of stage 

1, the subject should hurry to meet the physician for a 

thorough diagnosis again. The data is sent to stage 2 to 

predict cervical cancer, as seen in Figure 9. 

From Figure 9, when data are filled in the system, the 

system also uses processing time no more than 1 second. 

The system informs that the patient has a chance of 

cervical cancer, which uses a red label to show the result 

to the physician. It confirms that the patient has a chance 

of cervical cancer, which conforms to the result from 

Stage 1. This information benefits physicians in making 

decisions and supporting diagnosis and further 

treatment. In addition, it also reduces the time for 

physicians to diagnose patients and helps patients 

acknowledge primary risk from the beginning to 

minimize disease progression and reduce the death rate. 

 

Figure 9. Case study of cervical cancer prediction. 

5. Conclusions and Future Works 

This paper proposes two stages of primary risk 

estimation of a chance cervical cancer and cervical 

cancer prediction using hybrid classification methods. A 

risk dataset of a chance cervical cancer and cervical 

cancer behavior risk data are used to build model. MLP, 

KNN, RF, and DT are used to build models. The result 

shows that the primary risk estimation of a chance of 

cervical cancer using DT achieves an accuracy of 

98.80%. Then, the primary risk estimation of a chance 

of cervical cancer using RF is an accuracy of 98.42%. 

Lastly, MLP and KNN have accuracy of 96.85% and 

95.54%, respectively. When the user has a risk of a 

chance cervical cancer, we predict cervical cancer to 

confirm disease detection. The result shows that cervical 

cancer prediction using DT also achieved an accuracy 

of 97.00%. Cervical cancer prediction using RF, MLP, 

and KNN has an accuracy of 96.00%, 95.00%, and 

93.00%, respectively. To enhance the performance of 

primary risk estimation of a chance cervical cancer and 

cervical cancer prediction, we build a model using 

hybrid classification methods by bagging using Random 

Forest. The result shows that primary risk estimation of 

a chance cervical cancer achieves an accuracy of 

99.25%, and cervical cancer prediction has an accuracy 

of 98.00%. Our proposed method outperforms state-of 

the-art methods. Therefore, our proposed method can be 

applied to predict cervical cancer in real situations. 

For future work, we plan to develop a system for 

primary risk estimation of a chance cervical cancer and 

cervical cancer prediction to use in real situations. We 

expect that the system will assist in reducing the number 
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of patients who go to the hospital because every year, 

patients will be screened to monitor symptoms, 

especially the risk group who have to monitor 

continuous symptoms.  
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