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Abstract: Object detection and classification play a crucial role in accurately tracking objects in complex environments. In recent 

years, there has been a significant increase in interest among researchers towards object analysis, fueled by the necessity to 

address challenges and explore opportunities across diverse technological domains. This study introduces a methodologically 

novel method for image classification through a custom-designed architecture inspired by AlexNet, tailored to process feature 

vectors for improved pattern recognition. The methodology incorporates Density-Based Spatial Clustering of Applications with 

Noise (DBSCAN) segmentation to partition images into meaningful regions, showcasing computational efficiency. Additionally, 

saliency mapping highlights visually significant areas within these segmented images. Various feature extraction methods, 

including Maximally Stable Extremal Regions (MSER), Binary Robust Invariant Scalable Keypoints (BRISK), and Wavelet 

transform, are employed to capture unique structures within the images. These features are then fused and optimized using the 

Fish Swarm Algorithm (FSA), a nature-inspired optimization technique. The refined features, enhanced through the FSA process, 

are input into a modified AlexNet architecture, enhancing image classification accuracy. The evaluation metrics used include 

accuracy, precision, recall, and F1-score, providing a comprehensive assessment of performance. The proposed model achieved 

a classification accuracy of 95.65% on the VOC 2012 dataset, outperforming contemporary methods by a margin of 2-5%, and 

93.66% and 92.71% on Caltech-101 and Microsoft Common Objects in Context (MS COCO) datasets, respectively. This 

innovative blend of techniques harnesses the strengths of FSA and deep learning, yielding precise and robust classification 

outcomes, outperforming many contemporary methods on datasets like VOC 2012, Caltech 101, and MS COCO. 
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1. Introduction 

A few of the fundamental challenges of computer vision 

in visual recognition are related to image classification 

[6, 7], object detection [15, 16], and segmentation [12]. 

Image classification deals with the recognition of the 

semantic classes of the objects that are existing in the 

image. To the contrary, object detection is about finding 

the objects in an image. It does so by drawing the 

bounding boxes around these objects in the images [1, 2, 

3]. Primarily, segmentation is implemented to predict 

pixel-wise classifiers that assign a class character for 

each pixel to add more depth of understanding to a  

 
certain image. These activities together make up the 

foundation of visual comprehension in computer vision, 

making possible applications in different areas [21, 27]. 

In its early days, object detection functions via 

proposal generation, feature vector extraction, and 

region classification. Traditional methods were 

dedicated to designing feature descriptors and hence, 

producing embedding for the regions of interest, which 

demonstrated comparative outcomes on different 

datasets. Deep learning (DL) has a few categories that 

suit well for object detection. These DL models have 

multiple hidden layers. Features are extracted at each 
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layer, which refer to the fault characteristics, and then 

these features are used as inputs in the next layer [47]. 

DL also has the advantage of automatic transformation 

of low-dimensional features into high-dimensional 

representations, taking into account at the same time the 

non-linear relationship between input and output. DL 

can be utilized to build features without any prior 

information as well [11]. 

While compared to other types of Neural Network 

(NN) architectures, Convolutional Neural Networks 

(CNNs) are especially strong. This is due to the fact that 

CNNs can capture more informative, higher-level 

features and take advantage of the deep pixel-level 

correlation in input images [13]. After the successful 

application of Deep Convolutional Neural Networks 

(DCNN) for image classification, the development of 

object detection also accelerated as a result of deep 

learning methods. DCNNs by nature produce 

hierarchical characteristics by that convert raw pixels 

into high-level semantic information, autonomously 

learning from training data, and demonstrate improved 

discriminative prowess in complex situations. This led to 

object detection algorithms based on deep convolutional 

neural networks with end-to-end optimization and more 

powerful feature representation [45]. 

Nevertheless, the traditional detectors encountered 

issues such as overwhelming redundant proposals, large 

hand-crafted window scales, dependence on manually 

designed feature descriptors, and individual optimization 

for each detection at each and every one of these stages. 

Task challenges come from object appearance inherent 

variability, diversity of appearance environments, and 

the requirement for robustness in dealing with complex 

visual contexts. Thus, the creation of high-quality object 

detection and classification techniques is an important 

effort in the improvement of the capabilities of computer 

vision systems. In this paper, a new approach is 

presented that unites the fused segmentation and saliency 

mapping methodology, employing feature fusion 

methods and using the AlexNet architecture for efficient 

classification. The main contributions of this research 

are as follows. 

1. Introduction of a novel image analysis pipeline that 

combines Density-Based Spatial Clustering of 

Applications with Noise (DBSCAN) segmentation 

with saliency mapping to focus on visually important 

regions within the segmented images, facilitating 

more efficient and effective feature extraction from 

the most relevant areas of interest. 

2. Integration of Maximally Stable Extremal Regions 

(MSER), Binary Robust Invariant Scalable Key 

points (BRISK), and Wavelet Ttransform (WT) for 

robust feature extraction capture the distinctive 

structures within images through a fusion of 

complementary feature descriptors. 

3. Proposition of a novel optimization framework that 

combines the Fish Swarm Algorithm (FSA) with deep 

learning techniques, specifically the ALEXNet 

architecture, for enhancing the performance of image 

classification by leveraging the strengths of both bio-

inspired optimization and deep neural networks 

The remaining sections of the paper are structured as 

follows: Section 2 explores previous related research 

works. Section 3 presents an overview of the proposed 

methodology, encompassing segmentation, saliency 

maps, feature extraction, and fusion techniques. Section 

4 delves into the details of the datasets employed, the 

experimental setup, and the obtained results. Finally, 

section 5 concludes the study by summarizing the key 

findings and contributions. 

2. Related Work 

2.1. Object Segmentation 

Image segmentation is the process of converting an 

image into a set of pixel regions denoted by a mask or 

labels over an image. This segmentation of an image into 

a pixel grid allows the processing of key portions [32]. 

There are many different methods introduced for the 

image segmentation process. Guo et al. [14] introduces 

a novel approach is based on k-means clustering, which 

focuses on the enhancement of segmentation pixels 

using color features. In order to find the mean value of 

distribution the gray value components are calculated for 

R, G, and B distributions. Kuan et al. [19] in their 

approach, utilizes region mean pooling for object 

detection, gathering contextual data from surrounding 

regions rather than focusing solely on individual objects. 

However, the computational complexity increases as 

large images are divided into a grid of cells, and a fixed 

context size proves unsuitable for all images. Song et al. 

[38] introduce a novel approach for addressing image 

segmentation and color separation challenges using 

Fuzzy C-Means (FCM) and graph cut algorithms. A 

distance-based model combining relative spatial 

information with visual distance and angles is 

introduced, enhancing object segmentation by 

facilitating quick identification and separation in 

complex environments. Yu et al. [53] proposes a fusion 

of the Region-based Convolutional Neural Network 

(RCNN) and region regression methods, employing an 

enhanced RCNN network to detect and classify diverse 

objects within images. While the suggested 

methodology exhibits favorable accuracy, there is a need 

for the appropriate replacement of candidate region 

sizes. 

2.2. Object Detection and Classification 

The object classification process tends to have many 

challenges for researchers, such as locating individual 

objects, analyzing and describing interactions between 

them, recognizing occluded objects, and grouping them 

effectively to achieve meaningful results [48]. Srikar and 

Malathi [40] introduces a novel approach to improving 
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object localization in web images by incorporating a 

rotation-invariant Histogram of Oriented Gradients 

(HOG) feature within a top-down searching technique. 

While the traditional HOG descriptor is effective, its lack 

of rotation invariance is addressed in this proposed 

method. The aim is to enhance performance in web 

image databases by mitigating issues related to rotation 

and scale dependencies associated with the HOG feature. 

Wei et al. [46] introduce a new approach for object 

detection framework that works around a contour shape 

descriptor and it provides high accuracy for detecting the 

objects even in cluttered image scenarios. Muralidharan 

and Chandrasekar [25] uses Support Vector Machines 

(SVM) and K-Nearest Neighbors (KNN) for images 

classification purposes. SVM provides robust 

classification boundaries, while KNN enhances local 

decision-making, creating a powerful hybrid model for 

object recognition tasks. Ouadiay et al. [30] introduces a 

thorough methodology for identifying objects and 

approximating their postures. This involves creating 

bounding boxes around the specified objects during the 

training phase and, importantly, precisely locating each 

object within images during subsequent testing phases. 

The principal accomplishment of this study is the precise 

generation of bounding boxes throughout the training 

process, enhancing the accuracy of object localization in 

images during testing. Pramanik et al. [32] novel model 

is based on granulated region-based convolutional neural 

network units to detect multiple objects from a single 

image. The proposed multi-object detection approach 

consisted of two main  

phases, object detection and class recognition. During 

the Granulated RCNN (G-RCNN) model execution, the 

most critical operation was defining the RoIs based on 

the granulation technique applied to the object regions. 

RoI extraction was performed in an unsupervised mode 

with granulation and spatio-temporal data as inputs It’s 

the fact that this model considered only the positive ROIs 

during the training phase and this selective approach 

helped to enhance the model’s effectiveness. Bo and 

Sminchisescu [8] introduces a unique class based 

approach for image classification. It makes use of the 

Gaussian Mixture Model (GMM) to define the 

characteristics of images within each category. 

Afterwards, they calculated the Euclidean distance 

between the features of the image and the GMM models 

and used these distances as representations of each 

image. In order to do so, they pooled the representations 

across all classes. This uniting characteristic aspects of 

the class and the visual approach allowed them to 

characterize an image by attributes, thus, capturing both 

semantic and visual information. 

3. Methods 

The methodological approach presented in this paper is 

an advanced image processing and classification system 

using a set of highly sophisticated techniques. During the 

preprocessing stage, an adoptive mean filter is applied, 

resulting in increased image quality by dynamically 

adjusting filter parameters based on local properties. 

Next, two segmentation methods are used the GMM and 

DBSCAN, in order to divide the image into meaningful 

regions. However, DBSCAN was computationally 

effective, and with better segmentation results we move 

forward with DBSCAN segmented images. Saliency 

mapping is subsequently used to emphasize visually 

important regions in the DBSCAN-segmented images, 

which simplifies further analysis. Feature extraction is 

done with the help of MSER, BRISK and Wavelet 

transform in order to capture the distinctive structures 

within the images. These feature points are then fused 

using the concatenation method and are optimized with 

the help of the Fish Swarm Algorithm for further 

processing. Ultimately, the features that are optimized 

are inserted into the ALEXNet architecture for image 

classification, combining the advantages of FSA and 

deep learning in order to obtain precise and robust 

classification results. The overview of the proposed 

model is shown in Figure 1. 

 

Figure 1. Structural diagram of our novel proposed model. 

3.1. Preprocessing: Adaptive Mean Filter 

First of all, we applied an adoptive mean filter on to the 

images as part of the preprocessing. It involves utilizing 

a filtering technique that dynamically adjusts its 

parameters based on the local characteristics of the 

image. Usually mean filters employ a fixed window size 

for smoothing; however, in the adoptive mean filter the 

window size is adopted according to the local content of 

the image [4, 17]. This adaptability enables the filter to 

better preserve edges and fine details while effectively 

reducing noise and enhancing overall image quality [54]. 

Mathematically, the adoptive mean filter can be 
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represented by Equation (1).  

𝐼(𝑥, 𝑦)  =  1/𝑁 (𝑥, 𝑦) ∑  ∑  
𝑦=𝑤
𝑗=𝑦−𝑤 𝐼(𝑖, 𝑗𝑥+𝑤

𝑖=𝑥−𝑤 )  

where I(x, y). is the pixel value at position (x, y) in the 

filtered image, I(i, j) represents the pixel value at position 

(i, J) in the original image, N(x, y) is a normalization 

factor, and w is the dynamically adjusted window size 

based on the local characteristics of the image. The 

adaptive mean filter is considered a beneficial technique 

in image preprocessing because it allows the balance 

between noise removal and detail retention. Figure 2 

depicts the few of the preprocessed images. 

   
a) Original image. b) Original image. c) Original image. 

   
d) Preprocessed image. e) Preprocessed image. f) Preprocessed image. 

Figure 2. Preprocessed images using adoptive mean filter. 

3.2. Segmentation 

Next, we have applied segmentation to preprocesses 

images. Segmentation is the action of dividing an image 

into a series of meaningful and semantic homogeneous 

region. The objective is to divide an image into segments 

based on some criterion like color, grayness, texture, and 

other visual attributes, as it is one of the essential aspect 

of image detection and classification. So for the 

segmentation process, we have employed the GMM and 

DBSCAN. Our criteria for evaluation include 

computational time and segmentation accuracy. Through 

careful evaluation of these factors, we strive to identify 

a suitable approach that will serve as the basis for further 

analysis and improvement of the selected segmentation 

method. 

3.2.1. Gaussian Mixture Model Segmentation 

Gaussian Mixture model segmentation is a probabilistic 

model that is commonly used in computer vision for 

image segmentation. It assumes that the pixel intensities 

in an image can be approximated as a combination of 

several Gaussian distributions, each of which represents 

a distinct region [27, 34]. GMM segmentation is 

powerful in a way that it can work for complex and non-

uniform intensity distributions within an image. It 

involves three main steps, including initialization, 

Expectation-Maximization (EM) algorithm, and 

classification. During the first steps the parameters 

including mean, covariance and weights of the Gaussian 

component are initialized. Next these parameters are 

adjusted by the EM algorithm in an iterative way in order 

to maximize the likelihood of the data [50] as shown in 

Equation (2).  

𝑃(𝑥) =  ∑ 𝜋𝑖𝑁(𝑥|µ𝑖, Σ𝑖)

𝐾

𝑖=1

 

where P(x) is the probability density function, π 

represents the weight of the ith Gaussian component, 

N(x|µi,Σi). is the Gaussian distribution with mean µi and 

covariance σi, and k is the number of components. In the 

last step of the GMM method each pixel is assigned to 

the Gaussian on the highest posterior probability. This 

operation provides an efficient separation of the image 

into regions based on the identified Gaussian 

distributions. GMM segmentation is insensitive to the 

Gaussian on the highest posterior probability. This 

operation provides an efficient separation of the image 

into regions based on the identified Gaussian 

distributions. GMM segmentation is insensitive to 

highly variable intensity patterns, and therefore it is 

applicable to images with various textures and 

structures. The performance of GMM segmentation 

mainly depends on the right initialization and on the 

number of components k. Moreover, the computational 

efficiency of GMM segmentation tends to be 

problematic in large datasets because of its iterative EM 

algorithm [29, 30]. Few of the segmented images are 

displayed in Figure 3. 

(2) 

(1) 
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a) GMM segmented image. b) GMM segmented image. c) GMM segmented image. 

Figure 3. Few of the Gaussian mixture model segmented images. 

3.2.2. Density-Based Spatial Clustering of 

Applications with Noise 

DBSCAN is a clustering algorithm commonly used in 

image processing and computer vision applications to 

segment datasets by the density of data points. Compared 

to the traditional clustering algorithms, DBSCAN does 

not need a priori information about the number of 

clusters in the dataset, which is why it proves especially 

convenient for the image segmentation in cases when 

number of objects are not known. It works by classifying 

data points into three categories: core points, border 

points, and noise points. Core points are the ones that 

have a designated number of neighbors within a radius, 

forming the core of a cluster. Border points have less 

number of neighbors than qualifying them as core points, 

but it falls within the radius of a core point. Outlier points 

are data points that are not part of any cluster [36, 43] as 

depicted in (3).  

𝑅 = {𝑞 ∈  𝐷 |𝑑𝑖𝑠𝑡(𝑝, 𝑞) ≤  𝜀}  

where D is the dataset, p is a core point, q is a data point 

in the region, and dist is the distance function. DBSCAN 

is competitive for its ability to find clusters of any form, 

its insensitivity to noise, and with its flexibility in terms 

of cluster densities. Nevertheless, it may have difficulties 

with groups of very different densities and is very 

sensitive to the choice of parameters; therefore, careful 

tuning of the parameters is needed. Few of the DBSCAN 

segmented images are depicted in Figure 4. 

   
a) DBSCAN segmented image. b) DBSCAN segmented image. c) DBSCAN segmented image. 

Figure 4. Few of the segmented images using DBSCAN. 

The effectiveness of a segmentation method is 

assessed using the Intersection over Union (IoU) metric. 

IoU is a commonly utilized measure for determining the 

precision of segmentation models. It evaluates accuracy 

by calculating the overlap between the predicted 

segmentation and the ground truth. This score is obtained 

by dividing the area of their intersection by the area of 

their union, as expressed in (4).  

𝐼𝑂𝑈 =
Area of intersection 

Area of Union
 

After careful evaluation it was found that DBSCAN, 

besides being very efficient in computations, does not 

sacrifice the quality of segmentation results as shown in 

Table 1. The rapid speed and the algorithm capacity to 

effectively work with the datasets of changing density 

and irregularly shaped clusters make it a better choice for 

the next stages of our model. 

 

Table 1. Evaluation of computational time and segmentation 
accuracy. 

Datasets Comp. Time 

(GMM) 
Comp. Time 

(DBSCAN) 
IOU 

(GMM) 
IOU 

(DBSCAN) 
VOC 2012 171.13s 152.3s 82.9% 89.7% 

Caltech 101 163.32s 147.7s 84.5% 88.9% 
MS COCO 1605.29s 150.1s 83.9% 89.1% 

3.3. Saliency Mapping 

Although DBSCAN is effective in detecting clusters in 

the data with different densities, it sometimes fails to 

cluster objects with complex structures, also objects with 

visual differences and the algorithm sometime can 

merge them into only one cluster. Saliency mapping was 

used to overcome the drawbacks of DBSCAN 

segmentation. Saliency maps point out the most salient 

areas in an image, which facilitates clearer recognition 

of important objects. The purpose is to maximize the 

accuracy of the segmentation results by focusing on the 

parts that are likely to be ignored or wrongly associated 

(3) 

(4) (5) 
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by the initial clustering algorithm [5]. The Saliency Map 

is resulting from computational models that mimic the 

possible human visual attention mechanism. It scores 

each picture in terms of pixel importance and based on 

the factors such as color variability, brightness, and 

spatial impact [24, 39]. The saliency score s(x,y) for pixel 

coordinates (x, y) can be calculated using Equation (5).  

𝑠(𝑥, 𝑦) = 𝑓(𝐼(𝑥, 𝑦), 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦, 𝑠𝑝𝑎𝑡𝑖𝑎𝑙 𝑓𝑟𝑒𝑞𝑢𝑒𝑛𝑐𝑖𝑒𝑠  

where, s(x, y) represents the intensity value of the pixel, 

and f is a function that encapsulates the combination of 

intensity and spatial features contributing to the saliency 

score as displayed in Figure 5. 

 

   
a) Saliency map. b) Saliency map. c) Saliency map. 

Figure 5. Saliency map applied on the preprocessed images. 

3.4. Image Integration 

Saliency Map is now integrated with the DBSCAN-

segmented image. This integration is achieved through a 

pixel to pixel multiplication. The corresponding pixels 

from Saliency Map and the DBSCAN-segmented image, 

determine the resulting image, where at each position, 

the pixels are the product of the corresponding pixels in 

Saliency Map and the DBSCAN-segmented image as 

shown in Equation (6).  

𝐼𝑖(𝑥, 𝑦)  =  𝐼𝑠 (𝑥, 𝑦) × 𝐼𝑑 (𝑥, 𝑦) 

where, Ii(x, y) and Is(x, y) represent the pixel values at 

coordinates (x, y) in the Saliency Map and the DBSCAN-

segmented image, respectively. The result of integration 

is displayed in Figure 6. 

   
a) DBSCAN segmented image. b) Integrated image. c) Saliency map Image. 

Figure 6. Image integration process on the top left DBSCAN image, on the top right is saliency map and at bottom middle is integrated image. 

3.5. Feature Extraction 

For the feature extraction process, we used three distinct 

feature extraction methods MSER, BRISK, and Wavelet 

transform. The resulting features from these 

complementary descriptors were subsequently fused, 

facilitating a robust and comprehensive representation of 

the image characteristics. 

3.5.1. MSER Feature Extraction 

Adaptation of MSER for feature extraction on saliency-

mapped images increases the stability by searching for 

relatively stable regions in images over a range of scales. 

MSER stands out is its ability to retain the information 

of unique structures, objects and borders. MSER also 

identifies local areas that remain unchanging even 

though a number of threshold levels are varied showing 

parts of the image with the same degree of intensity. The 

criterion of stability guarantees that the regions, 

discovered in images, maintain their stability over 

varying intensity levels. Also, the parameters of MSER 

allow for choosing the level of detail of the detected 

regions. The minimum and maximum stability 

thresholds limit the parameters fulfilled during region 

extraction [23, 42] as shown in Equation (7).  

𝑅(𝑡)  =  {(𝑥, 𝑦)  ∈  𝐼 | 𝐼(𝑥 , 𝑦)  ≥  𝑡} 

Where, I is the integrated image and R(t) represent the 

region at threshold t. 

3.5.2. BRISK Feature Extraction 

We next applied BRISK which is well-known to be a 

fast, scale and rotation invariant image feature extraction 

algorithm. It determines the key points of the image 

which is used as a feature descriptor to get reliable 

feature matching and recognition [22]. The integration 

of BRISK into the feature extraction process of 

conjoined images enhances its ability to locate individual 

distinctive points in the visually significant portions of 

(6) 

(7) 

(5) 
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the image and, consequently, construct a more 

comprehensive representation of the important features 

that are within an image and can be calculated using 

Equation (8).  

𝐷𝑖 =  𝑠𝑖𝑔𝑛(𝐼(𝑥1, 𝑦1) − 𝐼(𝑃𝑖))𝑠𝑖𝑔𝑛(𝐼(𝑥2, 𝑦2)
− 𝐼(𝑃𝑖)) . . . 𝑠𝑖𝑔𝑛(𝐼(𝑥𝑛, 𝑦𝑛) − 𝐼(𝑃𝑖)) 

where I is the integrated image, Pi represents a pixel in 

the image. The BRISK Di is computed by comparing the 

intensity differences at various sampled points (xj, yj) 

within a circular region around Pi. 

3.5.3. Wavelet Transform Feature Extraction 

Next we applied Wavelet Transform for feature 

extraction to the integrated images which helps to 

improve the capability of capturing both the global and 

local information at different frequency scales. It 

separates an image into various frequency components, 

permitting a multi-resolution analysis of its content as 

shown in Equation (9).  

𝑊(𝑎, 𝑏)  =  ∑ ∑ 𝑠(𝑚, 𝑛)𝜓𝑎, 𝑏(𝑚, 𝑛)

𝑛𝑚

 

Here, W(a,b) signifies the wavelet coefficients, s(m,n) 

represents the pixel values of the saliency-mapped 

image, and ψa, b(m,n) denotes the 2D wavelet function, 

which varies based on the scale a and position b. This 

equation encapsulates the transformation of the 

integrated image into its wavelet domain, where the 

resulting coefficients preserve both global and local 

features [52]. The extracted features from all three 

methods are displayed in Figure 7.  

 

   
a) MSER feature extraction. b) BRISK feature extraction. c) Wavelet transform. 

Figure 7. Feature extraction using MSER, BRISK and wavelet transform. 

3.6. Feature Fusion 

Our feature fusion involves combining the extracted 

features from BRISK, MSER, and Wavelet Transform, 

into a single feature vector using the concatenation 

method. The resulting feature vector becomes a holistic 

representation of the image, incorporating both local key 

point descriptors, stable extremal region information, 

and multi-resolution spectral details and can be 

calculated using Equation (10).  

𝐹𝑐𝑜𝑛𝑐𝑎𝑡 =  [𝐹𝐵𝑅𝐼𝑆𝐾, 𝐹𝑀𝑆𝐸𝑅, 𝐹 𝑊𝑎𝑣𝑒𝑙𝑒𝑡] 

where, Fconcat represents the concatenated features, 

FBRISK, FMSER and Fwavelet represent the feature 

vectors obtained from BRISK, MSER, and Wavelet 

Transform, respectively. Next on this feature vector 

normalization is carried out so that all the components of 

the feature contribute equally to the overall analysis, 

which minimizes the difference in scale and magnitude 

between features [24]. 

3.7. Optimization and Categorization: Fish 

Swarm Algorithm 

Fish Swarm Algorithm is a bioinspired optimization 

algorithm that mimics the collective behavior of fish 

schools. Simulating the interactions among fish, FSA 

endeavors to effectively search and utilize the search 

space for optimal solutions. In the context of feature 

optimization, FSA is used to optimize feature vector 

derived from the previous processing [10, 31, 41]. 

Initially, the algorithm sets the positions of the swarm of 

fish, as a representation of potential feature 

configurations in the concatenated and normalized 

vector. At the same time, initial velocities are assigned 

which include an inertia weight (w) and random 

acceleration coefficients (c1) and (c2). They thereby 

introduce a critical tradeoff between exploration and 

exploitation, and sustain wide searching throughout the 

solution space [51]. The iterative update of fish positions 

Xi(t+1) is defined by using Equation (11).  

𝑥𝑖(𝑡 + 1)  =  𝑥𝑖(𝑡) + 𝑣𝑖(𝑡 + 1) 

where Xi(t) denotes the position of fish and Xi(t +1) is 

the velocity vector determined by the velocity update as 

shown in Equation (12).  

𝑣𝑖(𝑡 + 1) = 

 𝑤 · 𝑣𝑖(𝑡)  +  𝑐1 · 𝑟1 · (𝑝𝑖(𝑡)  −  𝑥𝑖(𝑡))  +  𝑐2 · 𝑟2 · (𝑔(𝑡)  −  𝑥𝑖(𝑡)) 

Here, r1, r2 are random values between 0 and 1, Pi(t) 

represents the personal best position of fish i, and g(t) 

signifies the global best position among all fish in the 

swarm. Moreover, in order to make sure the convergence 

and control computational resources of the FSA several 

termination criteria have been implemented. Firstly, the 

algorithm may cease after a predefined number of 

iterations. Additionally, a convergence check is 

incorporated, monitoring changes in the fitness function 

of the swarm. Termination also occurs if there is 

negligible improvement over a set number of iterations, 

(8) (9) 

(10) 

(12) 

(11) 
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indicative of convergence. Furthermore, an objective 

function threshold minimum objective value is defined 

which leads to termination when the fitness of the feature 

configuration falls below determined threshold [39]. The 

object categorization of different classed is displayed in 

Figure 8. 

 

Figure 8. Object categorization using fish swarm algorithm. 

3.8. AlexNet for Image Classification 

For our image classification task, we propose an 

AlexNet-inspired deep convolutional neural network 

architecture tailored to learn patterns from feature 

vectors and classify images accurately. Instead of 

directly processing raw image data, our model will take 

feature vectors as input, enabling it to leverage the rich 

information extracted through prior feature engineering 

techniques [29, 49]. The model contains five 

convolutional layers and three fully connected layers. An 

optimized feature vector of 500x375 is fed to the input 

layer of AlexNet instead of conventional image input. 

The first convolutional layer, Conv1, contains 32 kernels 

of size 5x5, with a stride of 1 and padding of 2 is applied 

to the input feature vector. A ReLU activation layer is 

applied next, which introduces non-linearity by 

converting all negative values to zero while retaining the 

positive ones. This helps the network capture non-linear 

patterns in the data. Following this, a max-pooling layer 

with a 3x3 kernel and a stride of 2 is used, which helps 

in reducing the spatial dimensions of the feature maps 

while retaining the most salient features by selecting the 

maximum value within each pooling window. 

Subsequently, the Conv2 layer comprises 64 

convolutional filters, each with dimensions of 5x5. 

These filters operate with a stride of 1, and padding of 2 

is applied. Following the convolutional operation, a 

Rectified Linear Unit (ReLU) activation function is 

employed, succeeded by a max-pooling layer. This max-

pooling layer utilizes a 3x3 kernel size and a stride of 2. 

The next layer, Conv3, encompasses 128 convolutional 

filters of size 3x3. These filters are applied with a stride 

of 1 and padding of 1. After the convolution, a ReLU 

activation function is employed, followed by another 

max-pooling layer with a 3x3 kernel size and a stride of 

2. The fourth and fifth convolutional layers, Conv4 and 

Conv5, feature an increased number of filters, with 256 

and 512 filters, respectively. These filters share the same 

dimensions of 3x3, and they are applied with a stride of 

1 and padding of 1. These layers will be interspersed 

with ReLU activations and max-pooling layers, as in the 

original AlexNet structure. After the convolutional 

layers, our network will employ three fully connected 

layers (FC6, FC7, and FC8). The FC6 layer will have 

4096 neurons, followed by a ReLU activation and 

dropout regularization. The FC7 layer will also have 

4096 neurons with ReLU activation and dropout. The 

final layer which is FC8, contains 10 neurons which 

represent the 10 classes in our dataset, and it will utilize 

a softmax activation function for classification. Our 

model is optimized for handling input feature vectors of 

size 500x375 and is efficient for pattern learning, 

resulting in precise predictions across the 10 object 

classes under consideration. 

4. Result and Analysis 

We evaluated the ability of our model using three 

datasets: Caltech-101, PASCAL VOC2012, and MS 

COCO. Each dataset was divided into 70:30 ratios for 

training and testing purposes. Ten object classes were 

selected from each dataset for training and testing our 

model. The experiments were performed on a computing 

system equipped with an Intel Core i3 processor running 

at 1.7 GHz and Windows 10. The implementation and 

analysis of our approach were done using the Python and 

its relevant libraries. 

4.1. Dataset Description 

4.1.1. MS COCO Dataset 

The MS COCO [44] dataset is a well-known and widely 

used for detecting and classify objects. The dataset 

contains a total of 328,000 images, which depict 91 

different object classes. For the purpose of performance 

validation in this study, 10 specific object classes were 

selected from the MS COCO dataset, namely: person, 

car, bus, truck, bench, bird, zebra, cup, cake, and clock. 

4.1.2. VOC 2012 Dataset 

Another commonly used dataset for object detection and 

classification tasks is the PASCAL Visual Object 

Classes dataset [28], which includes 21,738 images 

across twenty classes. These classes cover a wide range 

of objects, including persons, vehicles, animals, and 

indoor objects. For the purpose of validating object 

detection performance in this study, a subset of 10 object 

classes was chosen from the PASCAL VOC dataset. 

These classes include cat, cow, dog, horse, sheep, 

bicycle, boat, train, bird, and sofa, representing a diverse 

range of objects encountered in various real-world 

scenarios. 
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4.1.3. Caltech 101 Dataset 

The Caltech-101 dataset [36] is a widely recognized 

benchmark in computer vision for object 

recognition tasks. It encompasses 101 diverse 

object categories, ranging from animals and 

vehicles to everyday objects. In this study we used 

10 classes form the dataset airplane, Barrel, Bike, 

Butterfly, Cup, Camera, Chair, Rhino, Elephant and 

Pandas. 

4.2. Performance Evaluation 

The confusion matrix results, which are presented 

in Tables 2, 3, and 4, were obtained by comparing 

the actual and predicted values using accuracy 

metric. Accuracy, along with precision, recall, and 

F1-score [20, 35], was employed to 

comprehensively evaluate the performance of the 

proposed model. Accuracy measures the proportion 

of correctly classified samples among all samples 

and is mathematically defined by Equation (13).  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 +  𝑇𝑁)/(𝑇𝑃 +  𝐹𝑃 +  𝑇𝑁 +  𝐹𝑁) 

where TP, TN, FP, and FN represent true positives, 

true negatives, false positives, and false negatives, 

respectively. Precision, which quantifies the ratio of 

true positive predictions among all predicted 

positives, is calculated using Equation (14).  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  𝑇𝑃/(𝑇𝑃 +  𝐹𝑃) 

Recall, on the other hand, represents the ratio of true 

positive predictions among all actual positives as can be 

calculated using Equation (15).  

𝑅𝑒𝑐𝑎𝑙𝑙 =  𝑇𝑃/(𝑇𝑃 +  𝐹𝑁) 

Finally, the F1-score, which provides a harmonic mean 

of precision and recall, can be calculated using Equation 

(16).  

𝐹1 −  𝑆𝑐𝑜𝑟𝑒 =  2 ×  ( (𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑟𝑒𝑐𝑎𝑙𝑙))))/((𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑟𝑒𝑐𝑎𝑙𝑙)) 

The results depict that the model performed very well for 

classifying objects across all three datasets. The core of 

our model’s effectiveness lies in the systematic 

integration of sophisticated methods across the 

processing pipeline. The results of the model depict the 

effect of the feature extraction techniques such as 

MSER, BRISK, and Wavelet transform. The resultant 

features fusion, fine-tuned by the fish swarm algorithm, 

improves the model’s ability learn complex patterns in 

the images. This shows that our model is robust, can find 

and learn complex patterns from the images and can 

achieve great accuracy for classifying the objects. 

Table 2. Confusion matrix for object classification on VOC 2012 dataset. 

Classes Ct Cw Dg He Sp Be Bt Tn Bd Sa 

Cat (Ct) 96.6 0.00 2.00 0.00 1.4 0.00 0.00 0.00 0.00 0.00 

Cow (CW) 0.00 96.2 1.5 1.4 0.90 0.00 0.00 0.00 0.00 0.00 

Dog (DG) 4.5 0.00 91.4 1.30 2.8 0.00 0.00 0.00 0.00 0.00 

Horse (He) 1.60 3.2 1.5 93.7 0.00 0.00 0.00 0.00 0.00 0.00 

Sheep (Sp) 01.00 2.20 2.00 0.60 94.2 0.00 0.00 0.00 0.00 0.00 

Bicycle (Be) 0.00 0.00 0.00 0.00 0.00 91.2 6.2 2.60 0.00 0.00 

Boat (Bt) 0.00 0.00 0.00 0.00 0.00 0.00 91.0 2.9 2.70 3.4 

Train (Tn) 0.00 0.00 0.00 0.00 0.00 0.00 3.60 92.7 0.00 3.70 

Bird (Bd) 0.00 0.00 0.00 0.00 0.00 0.00 2.70 0.00 93.1 4.20 

Sofa (Sa) 0.00 0.00 0.00 0.00 0.00 0.00 2.50 1.00 0.00 96.5 

Table 3. Confusion matrix for object classification on MS COCO dataset. 

Classes Pn Cr Bs Tk Bh d Za Cp Ce Ck 

Person (pn) 96.72 0.00 0.00 0.00 0.00 0.00 3.28 0.00 0.00 0.00 

Car (cr) 0.00 96.84 1.74 1.42 0.00 0.00 0.00 0.00 0.00 0.00 

Bus (Bs) 0.00 1.60 96.54 1.86 0.00 0.00 0.00 0.00 0.00 0.00 

Truck (Tk) 0.00 2.04 3.48 94.48 0.00 0.00 0.00 0.00 0.00 0.00 

Bench (Bh) 0.00 0.00 1.08 0.86 98.06 0.00 0.00 0.00 0.00 0.00 

Bird (Bd) 0.00 0.00 0.00 0.00 0.00 97.75 0.00 1.75 0.50 0.00 

Zebra (Za) 1.65 0.00 0.00 0.00 0.78 0.00 97.57 0.00 0.00 0.00 

Cup (Cp) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 97.33 0.89 1.78 

Cake (Ce) 0.00 0.00 0.00 0.00 4.61 6.48 0.00 7.80 72.66 8.45 

Clock (Ck) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.93 1.74 97.33 

Table 4. Confusion matrix for object classification on Caltech-101 dataset. 

Classes Ae Bl Bk By Cp Ca Cr Ro Et Pa 

Airplane (Ae) 93.5 0.0 2.4 4.1 0.0 0.0 0.0 0.0 0.0 0.0 

Barrel (Bl) 0 94.7 0.0 0.0 3.2 2.1 0.0 0.0 0.0 0.0 

Bike (Bk) 4.9 0.0 92.2 0.0 0.0 2.9 0.0 0.0 0.0 0.0 

Butterfly (By) 4.2 0.0 2.5 93.3 0.0 0.0 0.0 0.0 0.0 0.0 

Cup (Cp) 0.0 6.9 0.0 0.0 89.9 4.1 0.0 0.0 0.0 0.0 

Camera (Ca) 0.0 0.0 2.0 0.0 3.6 93.7 0.0 0.7 0.0 0.0 

Chair (Cr) 0.0 9.1 0.0 0.0 0.0 1.2 89.7 0.0 0.0 0.0 

Rhino (Ro) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 90.8 6.7 2.5 

Elephant (Et) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6.6 92.2 1.2 

Panda (Pa) 0.0 0.0 0.0 0.0 1.0 0.0 0.0 1.2 1.7 97.1 

(13) 

(14) 

(15) 

(16) 
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Figure 9. Evaluation matrix results on all three datasets. 

Table 5. Object detection accuracy for VOC, Caltech101 and MS 
COCO datasets. 

VOC 2012 Acc. Caltech101 Acc. MS COCO Acc. 

Bird 89.7 Airplane 90.1 Person 83.2 

Bicycle 86.4 Barrel 93.3 Car 89.7 

Boat 88.1 Bike 89.3 Bus 90.2 

Cat 91.5 Butterfly 87.8 Truck 90.6 

Cow 92.3 Cup 95.2 Bench 87.7 

Dog 91.6 Camera 94.7 Bird 86.1 

Horse 88.1 Chair 89.3 Zebra 87.9 

Sofa 90.2 Rhino 87.1 Cup 93.9 

Sheep 91.9 Elephant 89.4 Cake 90.4 

Train 87.3 Panda 88.3 Clock 89.1 

Mean 89.7 Mean 90.4 Mean 88.8 

Figure 9 presents the accuracy, precision, recall, and 

F1 scores for our proposed object recognition model 

evaluated on three widely-used datasets: The datasets are 

Caltech 101, VOC 2012, and MS COCO. On Voc 2012 

dataset our model outperformed the SOTA model with 

accuracy of 95.65, a precision of 89.30, a recall of 90.51, 

and an F1 score of 89.17, which means that the model 

effectively finds most of the objects in the dataset. Our 

model on Caltech 101 has shown excellent performance 

with 93.66 accuracy, 87.76 precision, 90.12 recall and 

84.1 F1 score which means a good trade-off between 

precise object detection and localization. Moreover, our 

model was able to achieve high scores of 92.71 accuracy, 

90.38 precision, 88.45 recall, and 87.23 F1 score when 

tested on the difficult MS COCO dataset with diverse 

object classes and complex scenes, hence validating its 

capability to detect objects with minimal false positives 

while comprehensively capturing the objects. Overall, 

the evaluation findings highlight the strength and 

effectiveness of our proposed object recognition 

framework on different datasets. The combination of 

DBSCAN segmentation, salecny map, feature fusion, 

and AlexNet based classification has been found to be 

reliable in the very accurate detection and classification 

of objects. The object detection accuracy of our model 

across all three datasets is shown in Table 5. The mean 

detection accuracy across VOC 2012, Caltech101 and 

MS COCO is 89.7%, 90.4%, and 88.8% respectively. 

Among all objects Cup class achieved the highest 

accuracy of 95%. This result emphasizes the strength of 

our feature selection methods, and then the impact that 

the fish swarm algorithm made on feature optimization. 

The uniform high accuracy among diverse object classes 

confirms the performance improvement provided by our 

method for the object detection in diverse datasets. 

Table 6 shows the comparison of AlexNet with other 

well-known classifiers as it can be seen that AlexNet, 

consistently outperforms alternative classifiers across all 

three datasets VOC 2012, Caltech-101, and MSCOCO. 

The high accuracy of AlexNet with rates of 95.65%, 

93.66%, and 92.71% respectively shows its efficiency in 

image classification tasks. The results for random forest, 

CNN, and DBN classifiers were reproduced by the 

authors using the same experimental settings and 

datasets described in the methodology section to ensure 

a fair and consistent comparison. This outstanding 

performance exceeds that of random forest, CNN and 

DBN classifiers, proving the power of deep learning 

architectures in capturing complex patterns and 

characteristics for higher classification accuracy. 

Table 6. Comparison with other well-known classifiers using the 

same experimental settings. 

Dataset Alex Net Random forest CNN DBN 

VOC 2012 95.65 85.52 91.27 89.31 

Caltech-101 93.66 83.12 90.19 87.54 

MSCOCO 92.71 81.23 89.76 89.15 

In comparison to other SOTA model as displayed in 

Table 7 and it can be observed that our model performed 

better than most of the existing models in almost all three 

datasets VOC 2012, Caltech101, and MS COCO. Our 

model scored the best accuracy on VOC 2012 dataset of 

95.65 and 93.66 on caltech 101 among all of the 

compared models and just lacking behind H-CNN in MS 

Coco dataset which clearly shows the robustness of our 

model on different datasets. The major aspect of the 

proposed model is integrating the DBSCAN segmented 

images with Saliency mapped images which helped in 

better feature extraction also the combination of feature 

extraction has contributed big time in achieving the 

result as shown in ablation study. 

Table 7. Comparison of mean accuracies for different models on 
various datasets with SOTA methods. 

Models VOC 2012 Caltech101 MS COCO 

CNN [37] 85.24 – – 

MCLR [2] – 85.75 – 

ODSR [33] 87.67 88.60 – 

Double Attn [55] 91.1 – 77.5 

FCMME [18] 93.53 89.26 – 

H-CNN [9] 95.04 – 94.53 

Proposed model 95.65 93.66 92.71 

4.3. Ablation Study 

We experimented with various feature extraction 

techniques, including MSER, BRISK, and Wavelet 

Transform, to evaluate their individual and combined 

contributions to object classification tasks across three 

datasets Caltech 101, VOC 2012, and MS COCO as 

shown in Figure 10. At first, we evaluated the results of 

each feature extraction method separately. On the 
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Caltech 101 dataset, MSER reached 69.75% accuracy, 

BRISK achieved 72.31%, and WT scored 71.11%. In the 

VOC 2012 dataset the individual accuracies were: 

67.56% MSER, 71.63% BRISK, and 69.79% WT. On 

the other hand, on MS COCO dataset, the performance 

of MSER, BRISK, and WT were 70.12%, 72.23%, and 

71.11%, respectively. In order to capitalize the 

complementary features of these feature descriptors, the 

feature fusion strategies were discussed. Combining 

MSER and BRISK features, the accuracies were 77.67% 

(Caltech 101), 75.12% (VOC 2012), and 78.12% (MS 

COCO). The combination of BRISK and WT 

characteristics increased the accuracies to 85.67% 

(Caltech 101), 83.21% (VOC 2012), and 87.54% (MS 

COCO). On a similar note, combining MSER and WT 

features achieved the accuracy of 82.12% (Caltech 101), 

80.36% (VOC 2012) and 84.14% (MS COCO). Inspired 

by the remarkable feature fusion results, we have 

concatenated three feature descriptors (MSER, BRISK, 

and WT) into one feature set. With this all-encompassing 

feature fusion strategy, substantial improvements were 

achieved with accuracies of 93.66%, (Caltech 101), 

95.65% (VOC 2012), and 92.71% (MS COCO). The 

results demonstrate the necessity of feature fusion in 

representing the diverse and complementary features of 

objects. While individual feature descriptors provide 

valuable information, their combination through fusion 

strategies effectively harnesses their strengths and, 

consequently, enhances performance in object 

classification tasks across different datasets. 

 

Figure 10. Classification accuracy using different combination of 

features on all three datasets. 

This paper presents a new practical implementation of 

object detection and classification that is based on 

AlexNet. Adaptive mean filtering is used for noise 

reduction in the image pre-processing before 

segmentation with DBSCAN. Saliency maps are used to 

address the inconsistency of segmentation. The segment 

and saliency map images are fused, and features are 

extracted from the fused images using wavelet 

transformation, BRISK, and MSER methods. Fusion of 

features is carried out by concatenation, and feature 

optimization is done by the Fish Swarm Algorithm 

(FSA). The proposed system is evaluated on various 

datasets including PASCAL VOC2012, Caltech 101 and 

MS COCO, datasets achieving the classification 

accuracy of 95.65, 93.66 and 92.71, respectively. The 

further work covers to apply the model on the aerial 

image dataset. The emphasis will be placed on re 

configuring the model to deal with the specific 

difficulties of aerial images, changing object scales, 

occlusions and viewpoints. 
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