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Abstract: An effective Content-Based Image Retrieval (CBIR) system is based on efficient feature extraction and accurate 

retrieval of similar images. Enhanced images by using  proper filter methods can also, play an important role in image 

retrieval in a compressed frequency domain since currently most of the images are represented in the compressed format by 

using the Discrete Cosine Transformation ( DCT) blocks transformation. In compression, some crucial information is lost and 

perceptual information is left, which has significant energy requirement for retrieval in a compressed domain. In this paper, 

the statistical texture features are extracted from the enhanced images in the DCT domain using only the DC and first three 

AC coefficients of the DCT blocks of image having more significant information. We study the effect of filters in image 

retrieval using texture features. We perform an experimental comparison of the results in terms of accuracy on the basis of 

median, median with edge extraction and Laplacian filters using quantized histogram texture features in a DCT domain. 

Experiments using the Corel database, give the improved results on the basis of filters; more specifically, the Laplacian filter 

with sharpened images gives good performance in retrieval of JPEG format images as compared to the median filter in the 

DCT frequency domain. 
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1. Introduction 

A huge number of images are provided by the Internet 

and other image capturing devices due to which an 

efficient and effective retrieval system is needed to 

retrieve these images using the contents of the images 

like colour, texture and shape. This system is called 

Content Based Image Retrieval (CBIR). The CBIR is 

intensive and is a difficult area of research [8]. 

CBIR is performed in two steps: feature extraction 

and searching. In the first step, the features of an image 

are extracted and stored in the form of a feature vector 

to create a feature database. In the searching step, a 

user query image feature vector is constructed and 

compared with all the feature vectors in the database 

for similarity in order to retrieve the most similar 

images to the query image from the database [11, 18]. 

Availability of the huge number of images due to 

the rapid development and improvement in Internet, 

image capture devices and computer hardware causes 

problems of storage and manipulation of images. To 

overcome the problems of space and manipulation 

time, at present almost all of the images are 

represented in a compressed format like the JPEG and 

the MPEG [8, 11]. The features of the image can be 

extracted directly in a compressed domain. To extract 

the low level features from the compressed images, 

first the images are decoded from the compressed 

domain to a pixel domain. After that, image processing 

and analysis methods are applied to the images in the 

pixel domain. This process is inefficient because it 

involves more computations and increases the 

processing time [9]. Therefore, features can be 

extracted directly from images in the compressed 

format by using the Discrete Cosine Transformation 

(DCT), which is a part of the compression process. In 

compression using DCT, the significant information is 

removed from the images and only perceptually 

important information is left which can play an 

important role in image retrieval. To get the best 

retrieval of images using this information, histograms 

of quantized DCT blocks are optimized by selecting a 

proper quantization factor and number of DCT blocks 

[21]. 

In this paper, our main contribution is to perform 

the experimental comparative analysis of the statistical 

quantized histogram texture features for the effective 

image retrieval in terms of precision and recall in the 

DCT domain based on the median and Laplacian 

filters. In our approach, we start with an 8×8 DCT 

block transformation of the filtered histogram 

equalized grayscale image. The histograms of the DC 

and the first three AC coefficients are constructed by 

quantizing them into 32 bins. Then, the statistical 

texture features mean, standard deviation, skewness, 

kurtosis, energy, entropy and smoothness are 
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calculated by using the probability distribution of the 

intensity levels in the histogram bins of all the blocks. 

These features construct a feature vector to retrieve the 

similar images from the database. These vectors are 

used in a similarity measurement to compare the query 

image vector with the database vectors. In this paper, 

we demonstrate the comparison of the results of the 

quantized histogram texture features based on the 

median, median with edge extraction and Laplacian 

filters which give the best performance in terms of 

image retrieval in the DCT domain. 

The rest of the paper is organized as follows: 

Section 2 explains related works. Section 3 describes, 

in detail the pre-processing of grayscale images. 

Section 4 presents the DCT block transformation. 

Section 5 describes the construction and quantization 

of histograms in the DCT blocks. The proposed 

features and their extraction are elaborated in section 6. 

Section 7 describes the similarity measurement of the 

image retrieval. Section 8 analyzes the experimental 

results of the texture histogram features based on filters 

in terms of precision and recall. Finally, section 9 

concludes this paper. 

 

2. Related Works 

Many methods and algorithms have been reported in 

literature for CBIR based on texture histogram features 

in the DCT domain. The DC and AC coefficients of 

8×8 DCT transformed blocks are represented in nine 

different directions which represent the nine feature 

vectors of the texture features and grayscale level 

distribution in the image. This method has high 

performance in retrieval [3]. In the YUV colour space, 

the texture features are extracted such that the image is 

divided into four blocks and only the Y component in 

each block is transformed into the DCT coefficients to 

get vertical, horizontal and diagonal features in all the 

blocks for retrieval [16]. The DC and some of the AC 

coefficients are used directionally to get energy 

histograms which are represented as feature vectors to 

retrieve similar images. In testing with a medium sized 

database, these features give high level performance in 

terms of retrieval [7]. The DC vector is combined with 

a nine AC coefficients distribution vector to get the 

feature vector of the texture features of the JPEG 

format images. AC coefficients describe the texture 

information [14]. 

The statistical texture features are extracted from the 

images in the compressed domain by computing the 

mean and standard deviation moments using the DCT 

coefficients. The results show good performance in 

terms of efficiency and effectiveness. This approach 

has robustness to translation and rotation [5]. 

The comparative analysis of the features is 

performed on the basis of the median filter to reduce 

the noise and the edge extraction method to keep the 

original edge information, in terms of precision. The 

feature vector is created by taking average number of 

pixels in each bin to retrieve the images [20]. 

The normalized histograms are quantized in 48 bins 

in each component of the RGB colour image. Thus, for 

each image a feature vector of a total of 48×3=144 

features is created. For similarity measurements, the 

Euclidean distance is used to calculate the distance 

between the query image feature vector and the 

database image feature vectors. The images are ranked 

by the similarity distance values and the results show 

good performance in terms of effectiveness [4]. 

In the JPEG compressed format, the texture features 

are extracted by computing the central moments of the 

second and third order using the DCT coefficients. 

These features are used to form a feature vector to 

retrieve similar images [17]. The quantized histograms 

are extracted from the DCT coefficients in [10], such 

that the DC and the first three AC coefficients are 

selected in a zigzag order from the transformed 8×8 

DCT blocks of the JPEG format images and then the 

histograms of these coefficients are constructed with a 

32 bins quantization. These histograms are used as a 

feature vector for retrieval. This method is tested using 

the animal dataset. 

 

3. Pre-processing 

Our proposed method starts with the conversion of the 

input RGB image into a single component grayscale 

image to reduce the computation cost because the 

colour image consists of Red, Green and Red 

components [2]. In the next step the grayscale image is 

converted into a Histogram Equalized (HE) image, to 

make the image’s intensity levels equal to get a high 

contrast image as shown in Figure 1. Then the median, 

edge extraction and Laplacian filters are applied to get 

a more enhanced image. 

 

 
Figure 1. Block diagram of proposed algorithm. 
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3.1. Median Filter 

Images consist of some noise. Before applying the 

processing techniques on the images to extract the low 

level features, the images need to be pre-processed to 

remove unwanted information and to get the enhanced 

images with the most relevant information. To remove 

the noise and get an enhanced image, the median filter 

is applied on the histogram equalized grayscale image 

[20]. The median filter is based on the neighbourhood 

operations. It consists of a window which is 

encompassed over the image to order pixels in the 

image area and then replace the central pixel with the 

determined values. The median filter replaces the value 

of a pixel by the median of the gray levels in the 

neighbourhood of that pixel [6]. Then, the texture 

features are extracted from the median filtered image 

for the retrieval of similar images. 

 

3.2. Edge Extraction 

However, the median filtering removes the noise from 

the images but some black specks are left around the 

border. These black points on the border are due to the 

default padding of zeros (0’s). Some amount of 

information in an image, like edge information, is lost 

[6]. To restore the edge information of the median 

filtered image, canny edge detection is used to 

determine the edge information in an image before 

applying the median filter [20]. This is the most 

powerful edge detector and it detects two edge points, 

strong and weak with two threshold values T1 and T2 

such that T1<T2. The edge values are strong for the 

pixel values greater than T2 and the edge values are 

weak for the pixel values that lie between T1 and T2. 

Finally, the canny method connects the weak edges to 

the strong edges by using the 8-connection and detects 

the edge information before applying the median filter. 

The edge information of the median filtered image is 

restored by the already extracted edge information [6]. 
Then the texture features are extracted from the median 

filtered image with the edge extraction method using 

the spatial information and are used for image 

retrieval. The results are analyzed on the basis of this 

filter technique. 

 

3.3. Laplacian Filter 

The Laplacian filter is a linear filter and it consists of a 

window or mask having some values which works with 

the values of image pixels in the neighbourhood. The 

values in the filter window are called the filter 

coefficients. The result of this filter is the sum of the 

products of the filter coefficients and the corresponding 

image pixel values. This filter gives an image with the 

strong edges. 

Let f(x,y) be an original image and ∇2
f(x,y) be a 

Laplacian image such that: 
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To get the filtered image, at all points (x, y) in equation 

4 can be convoluted with the 3×3 mask in Figure 2. 

 

 
Figure 2. Laplacian filter with 3×3 mask. 

 

  
b) Histogram Equalized (HR) 
image. 

a) Grayscale image. 

 

  
d) Real valued HE image. c) Laplacian filtered image.  

 

  
f) Laplacian sharpened image.  e) Laplacian filtered image. 

Figure 3. Sharpening process using laplacian filter. 

 

Before using the Laplacian filter, the RGB image is 

converted into grayscale as shown in Figure 3-a, to get 

a single component of the image and then it is again 

converted into the histogram equalized image f to get 

the enhanced image as shown in Figure 3-b. The image 

f is filtered with the Laplacian filter to get a filtered 

image, g1, with the edges of the objects in the image as 

shown in Figure 3-c. But all the pixel values in g1 are 

positive and these values must be negative because of 

the negative value (-4) at the centre of the mask as 

shown in Figure 2. For this purpose, the histogram 

equalized image f is converted into the real valued 

image f2 as shown in Figure 3-d. This image  f2, is 

again filtered with the Laplacian filter to get the image 

g2, with the edge information as shown in Figure 3-e. 

But, during the filter process of the image g2, some 

amount of information is lost. To restore this 

information and get an enhanced and sharpened image 

g, the Laplacian filtered image g2 is subtracted from 

the real valued image as:  

                           g= f2 - g2                                    (5) 
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where g is the sharpened and enhanced image with 

detailed information and it is shown in Figure 3-f. This 

process is also, called sharpening of the image [6]. The 

features are extracted from the image g, for retrieval 

and analysis. 

 

4. DCT Block Transformation 

The enhanced filtered image is divided into simple 

non-overlapping 8×8 blocks. Then all these blocks are 

converted into the DCT transformed blocks in a 

frequency domain. Each block is in a 2-dimensional 

matrix. The 2-dimensional DCT of a block of the size 

N×N for       i, j=1,2,…,N can be calculated as: 
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where F(u,v) is the transformed block, f(x,y) is the 

element of the block and N is the size of the block. The 

first uppermost DCT coefficient in the DCT block is 

F(0,0) in equation 6, it is also called the DC coefficient 

and it represents the average intensity value of a block. 

The DC coefficient is also described as the energy of 

the block. The other coefficients of the DCT blocks are 

called the AC coefficients, which correspond to the 

different frequencies (co sinusoidal). 

After DCT transformation, the DC coefficients of 

all the blocks and the first three AC coefficients (AC1, 

AC2 and AC3) are selected in a zigzag order as shown 

in Figure 4. All these DC and AC coefficients will be 

used to construct the histograms. 

 

   
Figure 4. 8×8 DCT block coefficients in zigzag order. 

 

5. Histogram Quantization 

The DC histogram is defined as the frequencies of the 

DC coefficients of all the blocks. The histogram is then 

quantized into L bins such that: 

                   HDC= {h (b1) DC, h (b2) DC ….h (bL) DC}                (7) 

where h(bi)DC is the frequency of the DC coefficients in 

bin bi   and HDC is the histogram of the L bins. In this 

method, we take L as 32 bins. The histograms of the 

AC coefficients are also, quantized into L bins such 

that: 

         HAC1= {h (b1) AC1, h (b2) AC1 ... h (bL) AC1}               (8) 

       HAC2= {h (b1) AC2, h (b2) AC2 ... h (bL) AC2}                 (9) 

          HAC3= {h (b1) AC3, h (b2) AC3  ... h (bL) AC3}               (10) 

where h(bi)AC1, h(bi)AC2 and h(bi)AC3 are the frequencies 

of the AC1, AC2 and AC3 coefficients in bin bi  and 

HAC1, HAC2 and HAC3 are  the histogram of the L bins. 

 

6. Feature Extraction 

The statistical texture features are considered useful 

for classification and retrieval of similar images. These 

texture features provide information about the 

properties of the intensity level distribution in the 

image like uniformity, smoothness, flatness and 

contrast. The statistical texture features of mean, 

standard deviation, skewness, kurtosis, energy, entropy 

and smoothness are calculated by using the probability 

distribution of the intensity levels in the histogram 

bins of the histograms HDC, HAC1, HAC2, and HAC3. 

Let P(b) is the probability distribution of bin b in 

each of the four histograms using equations 7 to 10 

with L levels; it is defined as: 

                            
H(b)

P(b) =
M

 

where M is the total number of blocks in the image I. 

The mean is the texture feature that represents 

something about the brightness of the image. The mean 

measures the average value of the intensity values. If 

the mean is high, then it means that the image is bright 

and if low, then the image is dark. The mean can be 

defined [1, 12, 13] as:  

1

( )
L

b

mean bP b
=

=∑          

The standard deviation is the second order moment and 

it shows the contrast of the gray level intensities. The 

low value of the standard deviation indicates low 

contrast and the high value shows the high contrast of 

the image. This can be computed [1, 12, 15] as: 

2

1

( ) ( )
L

b

stddev b mean P b
=

= −∑  

The third order moment is the skewness and it shows 

the skewness of the intensity values. It is the 

measurement of the inequality of the intensity level 

distribution about the mean. The value will be positive 

or negative of the skewness. The negative value 

indicates that the large number of intensity values is on 

the right side of the mean and the skewness of the tail 

of the intensity values is towards the left side of the 

distribution or the tail on the left side is longer than the 

right side. The positive value indicates that the large 

number of intensity values is on the left side of the 

mean and the skewness of the tail of the intensity 

values is towards the right side of the distribution or 

the tail on right side is longer than the left side. The 

(6) 

(11) 

(12) 

(13) 



620                                                    The International Arab Journal of Information Technology, Vol. 10, No. 6, November 2013 

 

 

zero value indicates that the distribution of the 

intensity values is relatively equal on both sides of the 

mean. The skewness
1
 can be defined [1, 2] as: 

3
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The fourth order moment is the kurtosis; it is used to 

measure the peak of the distribution of the intensity 

values around the mean. The high value of the kurtosis 

indicates that the peak of the distribution is sharp and 

the tail is longer and fat. The low value of the kurtosis 

indicates that the peak of the distribution is rounded 

and the tail is shorter and thinner. Kurtosis
2
 can be 

defined [12] as: 
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The energy feature measures the uniformity of the 

intensity level distribution. If the value is high, then the 

distribution is to a small number of intensity levels. 

Energy can be defined [1, 12, 13] as: 
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The entropy measures the randomness of the 

distribution of the coefficients values over the intensity 

levels. If the value of entropy is high, then the 

distribution is among more intensity levels in the 

image. This measurement is the inverse of energy. A 

simple image has low entropy while a complex image 

has high entropy. Entropy can be defined [12, 13] as: 
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The smoothness texture is measured by using the 

standard deviation value. It can be defined [15] as: 

2

1
S M =1-

1+(stddev)
 

After the calculation of these texture features, the 

feature vector fv of these values is constructed as:  

 fv= {mean, stddev, SKEW, kurtosis, Energy, Entropy, SM}  (19) 

The feature vectors are calculated for all the 
histograms using equation 19 such as fvHDC is 

calculated for the DC histograms HDC, fvHAC1 for HAC1, 

fvHAC2 for HAC2 and fvHAC3 for HAC3. The four feature 

vectors are combined to get a single Feature Vector 

(FV) of the features as:  

             FV= [fvHDC, fvHAC1, fvHAC2, fvHAC3]                    (20) 

The Feature Vectors (FVs) of all the images are 

constructed and stored to create a feature database. The 

feature vector of the user query is also constructed in 

the same way and compared with the feature vectors of 

                                                 
1
http://en.wikipedia.org/wiki/Skewness, last visit on January 1, 
2012. 

2
http://en.wikipedia.org/wiki/Kurtosis, last visit on January 1, 2012.   

the database for the similarity and retrieval of relevant 

images. The block diagram of the algorithm is shown 

in Figure1. 

 

7. Similarity Measurements 

Once the feature database of the images is created with 

the feature vectors using equations 11 to 20 in the first 

phase of the algorithm as shown in Figure 1, then the 

user can give an image as a query to retrieve the 

similar images from the database. The feature vector of 

the query image is computed by using the same 

equations 11 to 20 as the second phase of the same 

algorithm as shown in Figure 1. 

To measure the similarity between the query image 

and the database images, the difference is calculated 

between the query feature vector and the database 

feature vectors by using the distance metric. The small 

difference between two feature vectors indicates a 

large similarity and a small distance. The vectors of the 

images with a small distance are most similar to the 

query image. The distance metric, which we have 

included in this work, is the Euclidean distance. This 

distance metric is most commonly used for similarity 

measurement in image retrieval because of its 

efficiency and effectiveness. It measures the distance 

between two vectors of images by calculating the 

square root of the sum of the squared absolute 

differences. Let the query feature vector be represented 

by Q and the database feature vector by D to calculate 

the difference between the two vectors for similarity 

using the Euclidean distance as: 

                             
( )2

1

n

i i

i

d Q D
=

= −∑△

   

 

where n is the number of features, i=1, 2,…, n. Both 

images are the same for ∆d=0 and the small value of 

∆d shows the most relevant image to the query image. 

 

8. Experimental Results 

The proposed algorithm is tested by using the Corel 

database of images provided by Wang et al. [19], 

which is freely available for the researchers. The 

database consists of 1000 images having 10 image 

categories and each of which has 100 images. The 

image categories consist of people, beaches, buildings, 

buses, dinosaurs, elephants, roses, horses, mountains 

and food. All these image categories are used in the 

experiments. All images are in the RGB colour space. 

They are in the JPEG format with a size of 256×384 

and 384×256 pixels. 

 

8.1. Phases of the Algorithm 

The algorithm is performed in two phases: 

• Phase 1: In the first phase, all images are acquired 

one after another from the collection of images for 

(14) 

(15) 

(16) 

(17) 

(18) 

(21) 
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the feature extraction. The extracted features are 

stored in a database in the form of feature vectors 

using equation 20 to create a feature database as 

shown in Figure 1. 

• Phase 2: In the second phase, the user is asked to 

input the query image to retrieve relevant images 

from the feature database by using the same 

algorithm. The feature vector is constructed using 

equation 20 and compared with the feature vectors 

of the database by computing the similarity using 

the distance metric in equation 21. The relevant 

images are displayed to the user according to the 

query image as shown in Figure 1. 

 

8.2. Results and Discussion 

In the experiments the two phases of the algorithm are 

performed in sequence for the median, median with 

edge extraction and Laplacian filters using 10 image 

categories of 1000 images and the average precision 

and recall are calculated for all these filters. The results 

in the precision are shown in Table 1 for all three 

filtering methods using the 10 image categories.  
 

Table 1. Average precision of median, median with edge extraction 

and Laplacian filters using all the image categories. 
 

Categories 
Median 

Filter 

Median with 

Edge 

Extraction 

Laplacian 

Filter 
Average 

People 100 100 100 100 

Dinosaurs 100 100 100 100 

Horses 80 89 92 87 

Buses 79 89 82 83 

Beaches 67 78 80 75 

Roses 61 62 78 67 

Buildings 56 56 57 56 

Elephants 51 57 57 55 

Mountains 39 34 42 39 

Foods 31 30 51 37 

Average 66 69 74 70 

 

Table 1 shows the average precision of the 10 

categories of images for all the three filter methods and 

the average precision of the three filter methods for 

categories using statistical quantized texture histogram 

features in the DCT domain. It can be seen that the 

people, dinosaurs, horses and buses give better results 

as compared to other categories as show in Figure 5. 

The overall average precision is 70%, which shows 

good retrieval. 
 

 
 

Figure 5. Average precision of image categories using three filter 

methods. 

 

Figure 5 shows that the Laplacian filter has good 

precision for almost all the categories except mountains 

and food. It can be seen in Figure 6 that the 

performance of the retrieval of images in terms of 

precision is increasing from the median to the 

Laplacian filters with average precision of 66%, 69% 

and 74%, using texture quantized histogram features of 

the JPEG compressed format images in the frequency 

DCT domain. 

The Laplacian filter with a sharpened and enhanced 

image using the texture features with 32 bins histogram 

quantization gives a better result with 74% average 

precision, especially for people and dinosaurs. 

 
      Median Filter Median with Edge 

Extraction 

Laplacian Filter 

 

Figure 6. Average precision of  three filter methods using all the 

image categories. 

 

Table 2 shows the average recall of 10 image 

categories against the three filter methods using the 

1000 images. It can be seen that the people, dinosaurs, 

roses and mountains give better results as compared to 

other categories as show in Figure 7. The overall 

average recall is 74%, which shows good retrieval. 
 

Table 2. Average recall of median, median with edge extraction 
and Laplacian filters using all the image categories. 

Categories 
Median 

Filter 

Median with 

Edge Extraction 

Laplacian 

Filter 
Average 

People 100 100 100 100 

Dinosaurs 100 100 95 98 

Roses 79 80 88 82 

Mountains 80 67 68 72 

Elephants 61 69 82 71 

Beaches 55 68 73 65 

Horses 56 66 72 65 

Foods 61 57 73 64 

Buses 54 65 70 63 

Buildings 57 57 68 61 

Average 70 73 79 74 
 

 

 
Figure 7. Average recall of  the image categories using the three 

filter methods. 

 

Figure 7 shows that the Laplacian filter has well 

recall for almost all the image categories. Figure 8 

shows the comparison of the three filter methods: 

median, median with edge extraction and Laplacian 

filter in terms of recall using all the 1000 images as 



622                                                    The International Arab Journal of Information Technology, Vol. 10, No. 6, November 2013 

 

 

query images. The average recall of the proposed 

method based on the median, median with edge 

extraction and Laplacian filters are 70%, 73% and 79%. 

This shows that the Laplacian sharpened images have 

more energy for the retrieval of similar images in the 

DCT frequency domain using the texture features with 

32 bins histogram quantization and give better result 

with a 79% average recall, especially for people and 

dinosaurs. 
 

         Median Filter Median with Edge 

Extraction 

Laplacian Filter 

 

Figure 8. Average recall of the three filter methods using all the 

image categories.  

 

Figure 9 shows the comparison of precision and 

recall for image categories using median, median with 

edge extraction and Laplacian filter methods. It can be 

seen that six categories including people, dinosaurs, 

roses, mountains, elephants and beaches give more than 

a 60% better image in the DCT domain using texture 

features. 

 
             Median Filter Median with Edge 

Extraction 

Laplacian Filter 

 

Figure 9. Average precision and recall of all the image categories 

using the three filter methods 

 

Figure 10 gives the incremental performance of the 

image retrieval of our proposed algorithm from the 

median to Laplacian filters. The Laplacian filter with 

the edge information gives an enhanced image having 

more significant energy for the best retrieval of similar 

images. 
 

 
            Median Filter Median with Edge 

Extraction 

Laplacian Filter 

 

Figure 10. Average precision and recall of the three filter methods 

using all the image categories. 

8.3. Performance Analysis of the Proposed 

Algorithm 

Our approach is compared with the approach of Zhao 

et al. [20], in which they applied a median filter on the 

histogram equalized grayscale image and then 

quantized the filtered image into 32 bins in the pixel 

domain and computed the average of the pixel values 

for all the bins. These average values of pixels are used 

as features to construct feature vectors to be used in 

similarity measurements by taking the absolute 

difference of the query and the image database feature 

vectors for retrieval of similar images. They performed 

a comparison of the retrieval results on the basis of the 

median and median with edge extraction filter 

methods. In our approach, we apply the median and 
Laplacian filters on the histogram equalized grayscale 

image for further enhancement. This filtered grayscale 

image is transformed into non-overlapping 8×8 DCT 

blocks. The DC and the first three AC coefficients of 

each block are picked up in a zigzag order to construct 

the histograms. These histograms are quantized into 32 

bins and seven statistical texture features are calculated 

for all the histograms. These texture features construct 

the feature vectors and are used in the similarity 

measurements by using the Euclidean distance metric 

for similar image retrieval. We have also used the same 

dataset as was used by the algorithm [20]. The results 

of our approach are better in terms of precision and 

recall as shown in Figures 11 and 12. 
 

         Median Filter Median with Edge 

Extraction 

Laplacian Filter 

 

Figure 11. A comparison of average precision of our proposed 

algorithm and precision of algorithm in [20]. 

 

 
           Median Filter Median with Edge 

Extraction 

Laplacian Filter 

 

Figure 12. A comparison of average recall of our proposed 

algorithm and recall of algorithm in [20]. 

 

Our proposed algorithm has better results in terms of 

precision and recall for all the three filter methods in 
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the DCT domain using texture features, especially for 

the Laplacian filter as shown in Figures 11 and 12. 

These filter methods provide enhanced images with 

more significant energy in the DCT blocks and the 

energy plays an important role in the retrieval of similar 

images. The energy can be extracted in the form of the 

statistical texture features which provide near to 

optimum performance in terms of retrieval, especially 

for the Laplacian filter as compared to other filter 

methods. Our proposed algorithm also provides 

improved performance for the median and median with 

edge extraction methods as compared to algorithm [20]. 

Figure 13-a to 13-d shows the results of the user 

queries. Each result of a figure consists of a query 

image and the similar retrieved images from the 

database. The top single image is the query image and 

the nine below are the relevant images. The results 

show that the proposed method has good retrieval 

accuracy. 

 

  
a) Dinosaurs. b) People. 

  
c) Horses. d) Buses. 

Figure 13. Query results. 

 

9. Conclusions 

In this paper an algorithm is proposed for the effective 

image retrieval in which the experimental comparison 

of the statistical texture features in terms of accuracy 

of image retrieval based on the median and Laplacian 

filters is performed in the DCT domain. Only the DC 

and the first three AC coefficients with more 

significant energy are selected in each DCT block to 

get the quantized histogram statistical texture features. 

These features are extracted from median, median with 

edge extraction and Laplacian filtered images. The 

experimental comparison of the results of the three 

filter methods are analyzed for the 1000 images of 10 

categories in terms of the accuracy of image retrieval. 

We conclude that the enhanced and sharpened 

Laplacian filtered images using the quantized 

histogram texture features give good performance in 

terms of precision and recall in the DCT domain for 

compressed images as compared to the retrieval of 

images in the pixel domain.  
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