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Abstract This paper proposes a new fault-tolerant routing algorithm for the well-known class of networks, OTIS-cube. In this
new proposed algorithm, each node A starts by computing the first level unsafety set, S;*, composed of the set of unreachable
direct neighbours. It then performs m-1 exchanges with its neighbours to determine the k-level unsafety sets S, for all 1 £ k£
m, where mis an adjustable parameter between 1 and 2n + 1. The k-level unsafety set at node A represents the set of all faulty
nodes at Hamming distance k from A, which either faulty or unreachable from A due to faulty nodes or links. Equipped with
these unsafety sets, we show how each node calculates numeric unsafety vectors and uses them to achieve efficient fault-

tolerant routing.
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1. Introduction

Recently, there has been an increasing interest in a
class of interconnection networks caled Optica
Transpose Interconnection Systems (OTIS-networks)
[3, 24, 28, 30]. The importance of studying the OTIS-
Networks stems from the fact that it allows usto define
unlimited number of new networks and further study
and analyse more deeply some known networks such
as star [1], hypercube [22], mesh [19], and
arrangement networks [7].

Marsden et al were the first to propose the OTIS
Networks [16]. Extensve moddling results for the
OTIS have been reported in [11]. The achievable
terabit throughput at a reasonable cost makesthe OTIS
a strong competitor to the electronic aternatives [12,
16]. These encouraging findings prompt the need for
further testing of the suitability of the OTIS for rea-
world parald applications. A number of computer
architectures have been proposed in which the OTIS
was used to connect different processors [16].
Krishnamoorthy et al [12] have shown that the power
consumption is minimised and the bandwidth rate is
maximised when the OTIS computer is partitioned into
N groups of N processors each. Due to this fact and its
attractive topologica properties we will limit our study
to this type of OTIS networks.

Furthermore, the advantage of using the OTIS as
optodectronic  architecture lies in its ability to
manoeuvre the fact that free space opticd
communication is superior in terms of speed and power
consumption when the connection distance is more
than few millimetres [12]. In the OTIS, shorter (intra-
chip) communication is redised by eectronic

interconnects while longer (inter-chip) communication
is redised by free space interconnects. OTIS
technology processors are partitioned into groups,
where each group is realised on a separate chip with
eectronic inter-processor connects. Processors on
separate chips are interconnected through free space
interconnects. The philosophy behind this separation is
to utilise the benefits of both the optical and electronic
technologies. Throughout this paper the terms OTIS
computer and OTIS-network will refer to paralé
architectures based on the OTIS technology.

Processors within a group are connected by a certain
interconnecting topology, while transposing group and
processor indexes achieve inter-group links. Figure 1
show a 16 processor OTIS connection where the bold
arows represent an optica  links  between two
processors of two different groups. Using cube as a
factor network will yield the OTIS-cube in denoting
this network.

OTIS-cube is basicaly constructed by "multiplying"
a cube topology by itself. The set of verticesis equa to
the Cartesian product on the set of verticesin the factor
cube network. The set of edges E in the OTIS-cube
consists of two subsets, one is from the factor cube,
caled cube-type edges, and the other subset contains
the transpose edges. The OTIS approach suggests
implementing cube-type edges by electronic links since
they involve intra-chip short links and implementing
transpose edges by free space optics. Throughout this
paper the terms “electronic move” and the “OTIS
move” or “optical move” will be used to refer to data
transmisson based on eectronic and optica
technologies, respectively.
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Figure 1. 16-processor OT|S-network.

This paper proposes a fault-tolerant routing
algorithm based on the set of unsafety vectors for the
“OTIS-cube” network. Mogt of the existing work on
OTIS-cube network focused on its topologica
properties [6].

2. Related Work

The binary n-cube has been one of the most popular
network topologies for multicomputers due to its
attractive topological properties, e.g. regular structure,
low diameter, and ability to exploit communication
locality. Severa experimental and commercia systems
have been built usng the factor cube network
including the NCUBE-2 [17], Intel iPSC [20], Cosmic
Cube [25], and SGI Origin 2000 multiprocessor [26].
The efficient inter-processor communication is the
key to good system peformance. The routing
algorithm has great impact on network performance, as
it is responsible for selecting a network path between
two nodes involved in a one-to-one communication.
Routing in fault-tolerant and fault-free ncube (or the
cube for short) and its variants has been extensively
studied in the past (e. g. see [2, §, 10, 18, 21, 27]) and
hardly you may find any fault-free or even fault-
tolerant routing agorithm in OTIS-cube. As the
network size scales up the probability of processor and
link failure also increases. It is therefore essential to
design fault-tolerant routing algorithms that adlow to
route messages between non-faulty nodes in the
presence of faulty components (links and nodes). Few
fault-free routing strategies have been proposed in the
literature for the cube [4, 5, 9, 13, 14, 15]. Most of
these agorithms have assumed that a node knows
either only the status of its neighbours (such a modd is
caled local-information-based) or the status of all the
nodes (gl obal-information-based). L ocal-information-
based routing yields sub-optima routes (if not routing

falure) due to the insufficient information upon which
the routing decisons are made. Global-information-
based routing can achieve optimal or near optima
routing. However, high communication overhead is
involved in such agorithms to maintan up-to-date
fault information at al network nodes.

The main challenge is to develop a simple and
effective way of representing limited global fault
information that dlows optima or near-optima
routing. This is the first attempt to eksign a limited-
globakinformation-based agorithm for the OTIS-cube
based on the set of unsafety vectors.

The new proposed limited-global-information-based
routing agorithm for the OTIS-cube based on the set
of unsafety vectors utilizing the attractive topologica
properties of OTIS-cube network [6, 23] to achieve an
efficient fault-tolerant routing. Each node in OTIS
cube A darts by determining the set of unreachable
immediate neighbours due to faulty nodes and links.
This set is referred to as the first-level unsafety set at
node A and is denoteds{*. Then, each node A performs
an ml exchanges with its immediate neighbours to

determine the k-level unsafety set S¢ fordl 1£ k £m,
where mis an adjustable parameter between 1 and 2n+
1 for an n dimensona OTIS-cube where 2n+ 1isthe
longest path between any 2 nodes. The k-level unsafety
set sp represents the set of al nodes at distancek from

A which are faulty or unreachable from node A dueto
faulty links which causng a network partitioning.
Equipped with these unsafety sets, each node
calculates numeric unsafety vectors and uses them to
achieve efficient fault-tolerant routing algorithm. The
larger the value of mis the better the routing decisons
are, but a the expense of more computation and
communication overhead.

3. Notations and Definitions

The n-dimensiona undirected graph binary n-cube Q,
is one of the well known networks which have been
used in red life systems [17, 20, 25, 26]. The
undirected graph n-cube with 2" vertices, representing
nodes, which are labelled by the 2" binary strings of
length n. Two nodes are joined by an edge if, and only
if, their labels differ in exactly one bit postion. The
label of node A iswrittena, a,.1...a;, wherea, 1 {0, 1}
isthei-th bit (or bit at i-th dimension) [22].

From the above definition the neighbour of a node A
dong the i-th dimension is denoted oM. A faulty n-

cube contains faulty nodes and/ or links.

The OTIS-cube is obtained by “multiplying” a cube
topology by itself. The vertex set is equa to the
Cartesian product on the vertex set in the factor cube
network. The edge set consists of edges from the factor
network and new edges caled the transpose edges.
The formal definition of the OTIS-cube is given below.
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Definition 1:  Let cube = (V,, E) be an undirected
graph representing a cube network. The OTIS-cube =
(V, E) network is represented by an undirected graph
obtained from cube as follows V = {&, yii| x,y T Vo}
and E = {(&, YA &, 20) | if (v, 2 T Eo} E {(&, YA &,
x| X,y Vo} [6].

In the OTIS-cube the address of a node u = &, yi
from V is composed of two components. Figure 2
shows a 16 processor OTIS-cube, the notation &, phis
used to refer to the group and processor addresses,
respectively. Two nodes &, p,ii and &, p,i are
connected if, and only if, g, =g, and (o, p) I E
(such that E, isthe set of edges in cube network) or g,
= p, and p= g, in this case the two nodes are

connected by transpose edge.

410, OC 400, 1tn

410, 10 400, 00f

411, 01n 401, 11f

410, 11n

al1, 100

401, OCfi 400, 01

Figure 2. 16-processor OTIS-cube.

The distance in the OTIS-cube is defined as the
shortest path between any two processors, & ,» p,fiand

&, p,f and involves one of the following forms [29]:

1. When g, = g, then the peth involves only electronic
moves from source node to destination node.

2. Wheng, * g, and if the number of optical movesis
an even number of moves and more than two, then
the paths can be compressed into a shorter path of
the form: &, p,fedze &, p,fvde &, 9,
&, 9,5 &, p,iwhere the symbols O and E
stand for optical and el ectronic moves respectively.

3. When gl * g2, and the path involves an odd
number of OTIS moves. In this case the paths can
be compressed into a shorter path of the form: &1,
plfivsie &l, g2fvde &2, glftse &2, p2f

The most important topological properties of the OTIS

cube including the following [6]:

1. Size: If the cube factor network of size N, then the
size of the OTIS-cubeis N
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2. Degree: Let &, pfibe any node in OTIS-cube. Then
the degree (or deg) of the OTIS-cubeis asfollows:

deq (o 5= 0GP Tg=p

1 =1 .
OTIS CUBE Tdegeo(p) +1 |f g 1 p

3. Number of Links: Let Ny be the number of links and
M be the number of nodes in the cube network, then
the number of linksin the OTIS-cube = (M2- M) /
2+ Ny * M.

4. Length: Let &,, p,fiand &, p,f be two different
nodes in the OTIS-cube. To transmit data originated
in the source node &,, p,fito the dedtination node
égz, p,fi we follow one of the three possible paths

shown above 1, 2, and 3. The length of the shortest
path between the nodes &g, , p,fiand &,,, p,fis:

1d(py,p,) it g9, =0,
Length= | min(d(p;,g, ) +d(p,,0;)+1
td(py,p2) +d(9:,9,)+2) ifg:* 0,

whered (p,, p,) isthe length of the shortest path
between any two processors &,, p,fiand &, p,ii
5. Diameter: Let n isthe diameter of the cube network,
the diameter of the OTIS-cubeis2n + 1.

4. The Unsafety Vectors Fault-Tolerant
Routing Algorithm

In this section, we introduce the adapted fault-tolerant
routing agorithm, based on the concept of unsafety
sets (defined below). Before presenting the new
agorithm, we first discuss how a node in the OTIS
cube calculates its unsafety sets.

The calculation of the unsafety setsis as follows:

Definition 2: The number of direct neighbours np of a
node A, <ga, pPa>, isdefined as:

if g,=p,

in
np=j :
n+1 otherwise
Definition 3: The first-level unsafety set S of anode
Ais defined as

sf= | Jfa,where f, is

1£iEnp
given by

L I{ADY it AU s faulty
fa= _
if otherwise

It should be clear that an isolated node A is
associated with firg-level unsafety set containing np
addresses of faulty nodes, i. e., ¢S,"*¢= np. If for some
node A, ¢S,"¢= np-1 then node A is called a dead-end
node.

Each node uses the unsafety set to determine the
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faulty set Fa, which comprises those nodes which are
either faulty or unreachable from A due to faulty nodes
or links. This is achieved by peforming ml
exchanges with the reachable neighbours. After
determining F,, node A calculates m unsafety sets
denoted s?, s,..., S2 (defined below), where misan

adjustable parameter between 1 and 2n+1.

Definition 4: The k-level unsafety set S, 1EKEm,
for node A is given by

st ={Bl F, d(AB)=k}

The k-level unsafety set S represents node A's

view of the set of nodes at distance k from A which are
faulty or unreachable from A due to faulty nodes and
links. Notice that if the network is disconnected due to
faulty nodes and links, A’s view about unreachable
nodes may not be accurate. In this case massage of
Unreachability may occur. Figure 3 gives an outline of
the Find_Unsafety Sets agorithm that node A uses it
to determine it' s faulty and unsafety sets.

Algorithm Find_Unsafety Sets (<ga, pa>: node)
/* called by node A to determineitsfaulty set Fa */

S/*= set of faulty or unreachable immediate
neighbours,

Fa= S_LA;

for k:=2tomdo

{

fori:=1tondo
if PAVT Fa then
send F, to P,

receive FA" from P\";
FA: FA E FA(I);

if p,?9,
{

sendFa to< g, P,>;
receive F_ 9p Pas from < 9., P>
FA= FA E F
}
}
for k := 1tomdo

S ={<0p.ps > F,| dt (<0pPp ><0a.0s >) =K
End

<9a,Pa> 7

Figure 3. The find_unsafety_sets agorithm that determines the
faulty set for node A.

With respect to a given destination node, D, in a
cube network a neighbour A(™ of node A is cdled a
preferred neighbour for the routing from Ato D if the
i-th bit of A A D is 1. We say in this case that i isa
preferred dimension. Neighbours other than preferred

neighbours are called spare neighbours. Routing
through a spare neighbour increases the routing
distance by two over the minimum distance. In generdl,
a preferred neighbour is one step closed to the
degtination while a spare neighbour increases the
routing distance two or more steps over the minimum
distance depending of the type of the next move
(electronic or optica). An optimal path can be obtained
by routing through al preferred dimensions in some
order. A node T is caled an (A, D)-preferred transit
node if any preferred dimension for the routing from A
to T is aso a preferred dimension for the routing from
AtoD.

Example 1: Consider a two-dimensona OTIS-cube
with four faulty nodes (faulty nodes are represented as
black nodes), as shown in Figure 4. Table 1 shows the

corresponding first-level unsafety set, Sf*, associated
with each node A. The Find Unsafety Sets algorithm
caculates the sets S* for adl 1 £ k £ m after

cdculaing Fa. To achieve this, (m1) exchanges of
fault information are performed among neighbouring
nodes.

&00,00n 400, 017 &1, 001 &1, 01i
[ ————

&0, 10f1 400, 11fi &1, 10f &1, 11

410, 00 410, 01f all, oon  &ll, 01n

4lo, 10i 410, 11i all, 107 4ll, 11A

Figure 4. A 2-dimensional OTIS-cube with four faulty nodes.

Table 1. The unsafety sets of nodes in OTIS-cube (n = 2) with 4
faulty nodes.

Node | 0000 | 0001 [0010] 0011 | 0100 | 0101 | 0110 | 0111
SM | (W |Faly | | (2 [ (1| (Y | O] O}

Node | 1000 [1001] 1010 | 1011 | 1100 | 1101 | 1110 | 1111
S* | {20} | {} |Falty| {10} | Faulty (12,15} 12,15} Fauity

Let m= 2n + 1 and for the sake of specific illustrations
let us compute the unsafety sets associated with node A
= 0000. Fird, the node assigns the addresses of its
immediate faulty neighbours to its faulty set Fa. Then
each node performs 2n exchanges of the new elements
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of its faulty set Fo with the immediate non-faulty
neighbours. After determining Fa, node A calculates m
unsafety sets denoted, S, S,*, ..., S according to the
distance between node A and each element of Fa. So,
the faulty set for node A in our example, given in
decima representation, F,= {1, 10, 12, 15}, and the
unsafety setsare 5 ={1}, $,* ={}, &* ={10,12%},s*
={},ands" ={15}.

5. The Unsafety Vectors Routing Algorithm

For a given source-destination pair of nodes (<ga, pa>,
<Qp, Po>), We define the (A, D)-unsafety vector U™
= (ur®.., u®P.., uP) whereits k" dement is
gvenby u®=|{ TT S, suchthat Tisan (A D)-
preferred transit node} |.

In other words, u™ ° is the number of faulty or
unreachable (A, D)-preferred transit nodes at distancek
from <ga, pa>. u’™° can be viewed as a measure of
routing unsafety at distance k from <ga, pa>, hencethe
name unsafety vectors for U™ °. We also define an
ordering relation ‘<’ for numeric vectors as follows.

Definition 5: For any two numeric vectors U = (uy,
Uz,..., Up) and V = (Vq, Vo, ..., Vi), U <VIiff $i, 1 £ i£
m, such that u; <v;,and u; = v; fordl j < i.

Figure 5 shows the Unsafety Vectors agorithm that
each node in the network applies to route a message
towards its destination node <gp, pp>.

Example 2: Condder the cube depicted in Figure 4
where the source node A = 0100, the destination node
D = 1011, and let m = 1. According to the unsafety
vectors agorithm, the source node A will route
message to a preferred neighbor associated with the
least number of preferred faulty nodes in its unsafety
sets, which is node 0110. By performing the same
operations the message will be routed through an
opticd move to node 1001 then findly to its
destination 1011.

Theorem 1: Let A and AY) be two non faulty (A,
D)-preferred neighbours of A. If al preferred

neighbours of A are faulty and at |east onepreferred

neighbour of A®is non faulty then the unsafety
vectors agorithm does not route messages of

destination D via A1)

() (1)
Proof: Since uf‘ 'D<ulA P then

Therefore, u~” 0 is not the minimal such vector (for
the preferred neighbours). 0

UAYD | AD

21
Algorithm Unsafety Vectors (M: message; <g., P>,
<Qq, p>: node)
/* called by current node <g., po> to route the
message M to its destination node <gq, ps> */
if <g., pc> issource node then
M.Route_distance = 0
if Route distance <= dist(p., pqg)+dist(ge, Q)+
(2n+1)* No_FaultyNodes then
M.Route_distance:= M.Route_distancet 1
if (9= ga)and (pc = pa) then
exit; /+ destination reached */
if gc=q then
route(<ge, p>,<ga, P&>) + curr& dest.at the
same group */

if (dist(pe Pa)+dist(ge, ga)+2)< dist(pc,ga)+dist(ge,
ps)+1) and the two optical moves (g¢? Pude,
PsGa? OdPg) are not faulty then

{

if pe=pq then
move mto < p,, g
else route(<g., P ,< ge, Pe>)

}
elseif the optical move (9Qq4? 0ugc) iSnot faulty
then
{
if pc=gq then
move mto < p, g™
ese route(<g, Pe>,<9c, 9¢>)
}
dseif g. ?p.andthenode<p., g.> isnot
faulty then
send M to<p,, g.>
message*/
else looping

/* disturb the

}
End.

Function route(<ge, pc>,<0q, P> :Node)
{
if $ apreferred non-faulty neighbour A" with least
(A®, D)-unsafety vector U ° and Al) isnot ad-end
then
send M to AD
elseif $ asparenon-faulty neighbour Al with
least (A0, D)-unsafety vector U ® and a9 is
not dead-end then
send M to AW
eseif g.? p. and the node<p., g. > isnot faulty then

sendMto<pg, g.> /* disturb the message*/
elsefailure [* destination unreachable*/

}

Figure 5. A description of the proposed unsafety vectors routing
algorithm.
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6. Conclusion

This paper has proposed a new fault-tolerant routing
based on the concept of unsafety vectors. As a first
step in this agorithm, each node A determines its view
of the faulty set F, of nodes, which are either faulty or
unreachable from A. Thisis achieved by performing at
most 2n exchanges with the reachable neighbours.
After determining F,, node A calculates m unsafety
sets denoted , S, S,*,..., S/ where mis an adjustable
parameter between 1and 2n+1. The mlevel unsafety
set represents the set of al nodes at distance mfrom A
which are faulty or unreachable from A due to faulty
links or nodes.

Equipped with these unsafety sets each node
calculates unsafety vectors and uses them to achieve
fault-tolerant routing in the OTIS-cube. The larger the
value of mis the better the routing decisions are, but at
the expense of more communication overhead. An
extenson for this work is to implement the proposed
routing agorithm for dl the different network sizes
and conduct a performance analysis through extensive
simulation eperiments to show the superiority of the
proposed algorithm using the set of unsafety vectors.
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