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Abstract: Background: the advent of Large Language Models (LLMs), including Chat Generative Pre-trained Transformer 

(ChatGPT) and Bard, has revolutionised text generation while raising ethical concerns regarding academic integrity. 

Differentiating Artificial Intelligence-Generated Texts (AIGT) from human-written content is crucial to maintaining 

transparency and trust in scholarly communication. Objective: this study aims to address the limitations in existing detection 

methods by introducing a Machine Learning (ML)-based Natural Language Processing (NLP) framework that effectively 

distinguishes between AI-generated and Human-Written academic texts (HWAI). Methodology: the proposed framework 

integrates comprehensive preprocessing, Exploratory Data Analysis (EDA), linguistic analysis, and ensemble learning 

techniques. Text representation was achieved using Term Frequency-Inverse Document Frequency (TF-IDF) and word 

embeddings. We employed two diverse datasets, Artificial Intelligence-Generated Academic (AI-GA) and HWAI, to validate the 

framework’s efficacy, ensuring robust classification performance. Results: the ensemble model did better than individual 

classifiers. On the AI-GA dataset, it achieved state-of-the-art accuracy (98.67%) and Receiver Operating Characteristic-Area 

Under the Curve (ROC-AUC) (99.88%). The HWAI dataset achieved 96.52% accuracy and 99.37% ROC-AUC. These results 

highlight the framework’s capability to identify unique linguistic patterns in AI-generated content. Conclusion: the framework 

addresses key linguistic and computational challenges and provides a scalable and reliable solution for detecting AI-generated 

content in academic domains. Future work will explore hybrid human-AI authorship detection and real-time deployment to 

enhance its practical utility across disciplines. 
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1. Introduction 

Large Language Models (LLMs) have transformed 

Natural Language Processing (NLP) by enabling the 

generation of high-quality, human-like text. These 

models, such as OpenAI’s GPT-4 and Google’s bard, 

have shown exceptional performance in various 

domains, including content generation, automated 

translation, and academic writing. The rapid evolution 

of these models has brought new opportunities but also 

raises concerns regarding their impact on authorship and 

academic integrity [32]. LLMs have improved 

performance on few-shot and zero-shot challenges 

lately. The massive language model Chat Generative 

Pre-trained Transformer (ChatGPT), which OpenAI 

published on November 30, 2022, [30], has 

demonstrated previously unheard-of performance in 

comprehending user inquiries and producing writing 

that seems human. On March 21, 2023, Google started 

granting access to Bard; Google developed Bard, a 

dialogue-based generative Artificial Intelligence (AI) 

chatbot. Initially constructed on the Language Model for 

Dialogue Applications (LaMDA) family of LLMs, it  

 
was subsequently developed on the Pathways Language 

Model (PaLM) LLM. In just a few months, Bard 

garnered much attention and was extensively discussed 

in the NLP community and other fields [4]. 

Modern NLP techniques, coupled with Machine 

Learning (ML) and Deep Learning (DL), have led to 

significant improvements in Natural Language 

Generation (NLG), allowing AI to produce coherent and 

contextually relevant text [26, 41]. AI-powered writing 

assistants have been widely adopted in academia, 

journalism, and business communication. However, 

these advancements come with challenges, including 

the risk of misinformation, authorship fraud, and the 

erosion of academic integrity [47]. The ability of AI to 

generate scholarly articles that closely resemble human-

written content has created an urgent need for reliable 

detection methods [3]. 

Several studies have attempted to address the issue of 

AI-generated content detection [37]. However, existing 

approaches predominantly focus on general text 

classification rather than distinguishing Artificial 

Intelligence-Generated Academic (AI-GA) content. 

This gap in research highlights the pressing need for 
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robust techniques to differentiate Artificial Intelligence 

-Generated Text (AIGT) from Human-Written Text 

(HWT) in scholarly work, ensuring the integrity of 

academic publications. A number of AI conferences, 

such as the 61st annual conference of the Association for 

Computational Linguistics (ACL, 2023) [1] and the 14th 

International Conference on Machine Learning (ICML, 

2023) [18], have revised their authorship criteria in 

response to this trend. 

This work presents a holistic approach fusing 

Exploratory Data Analysis (EDA), linguistic analysis, 

and ensemble learning methods to identify AI-GA work. 

In contrast to previous methods, our proposed method 

unifies state-of-the-art text representation techniques, 

Term Frequency-Inverse Document Frequency (TF-

IDF) and n-grams, with ensemble classifiers to ensure 

better accuracy and robustness. With the use of publicly 

available datasets, this paper guarantees reproducibility 

and unbiased benchmarking, responding to the 

increasing demand for transparency in research and 

academic publications. The theoretical framework of 

the AIGT system proposed here employed in 

distinguishing between human-written and AI-written 

scholarly papers is depicted in Figure 1. 

 

 

 

Figure 1. The work overview of AIGT. 

2. Literature Review 

The literature review defines the boundaries of this 

study and provides a comprehensive understanding of 

the existing knowledge in this field. Despite being a 

relatively new idea, AI text recognition using LLMs has 

already been the subject of relevant studies. This section 

reviews the literature on AI-generated material and 

introduces relevant research on academic AI-generated 

content identification. 

2.1. AI-Generated Content 

When technology emerged in the 1950s, computer-

generated content primarily focused on music and visual 

art [6]. The audience was able to easily distinguish early 

computer-generated material from human-generated 

content [31]. As AI technology has advanced, visual 

material produced using methods like Generative 

Adversarial Networks (GAN) [16] and diffusion models 

[13] has grown increasingly realistic.  

LLMs support the growth of downstream NLP 

activities while overcoming social and technological 

obstacles. According to the study [33], Large pre-

trained language models may retain and logically 

deduce the whole of human knowledge obtained from 

extensive training datasets, alongside acquiring 

linguistic expertise. The Meta AI team introduced 

Galactica, an advanced language model capable of 

storing, integrating, and reasoning with scientific 

knowledge. as a means of organising scientific 

knowledge [43]. Galactica beats current models in 

several scientific NLP tasks, but it has been criticized 

for perpetuating biases and generating misleading 

information. For example, studies have shown that 

Galactica sometimes fabricates scientific references or 

reinforces existing biases in data-driven content. 

OpenAI proposes ChatGPT; Bing Chat is powered by 

the same model as ChatGPT from OpenAI, and Google 

Bard is an AI language model created by Google. All 

these tools can generate highly fluent text. Users like 

ChatGPT over other LLMs because of its accessibility 

and capacity to provide responses that are both 

grammatically accurate and understandable for users 

across a range of areas. 

2.2. Potential Risks of AI-Generated Content 

AI-generated content has demonstrated an 

understanding of complex domains such as medicine, 

necessitating extensive vetting for accuracy and 

reliability. Additionally, AI-GA articles, such as those 

produced by SCIgen since 2005, have occasionally 

passed peer review despite being nonsensical [38]. Even 

though the context-free grammar-generating approach 

is relatively simple, such papers have continued to 

appear in reputable publications over the years [7]. 

These cases highlight the need for robust detection 

mechanisms to maintain academic integrity in scholarly 

publishing. 

2.3. AI-Generated Content Detection 

The latest developments in models like ChatGPT have 
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also created questions about the authenticity of AI-

generated content, especially in educational settings. 

While past research has taken various detection methods 

into account, distinguishing human-written and AI-

generated educational content remains a main challenge 

[10]. The present work aims at two key aspects: 

1. How humans perceive the AI-generated content. 

2. The effectiveness of the detection models. 

2.3.1. Human Behaviour for Content Recognition 

As language models like GPT-3 and GPT-4 improve, 

distinguishing their output from human writing 

becomes increasingly difficult [8]. For example, 

research shows that users perceived misinformation 

generated by Grover as more credible than human-

written disinformation [47]. Other studies found that 

participants failed to reliably distinguish GPT-2-

generated poetry from human poetry, and even in 

contexts like Airbnb profiles or job applications, users 

achieved poor detection accuracy [22]. Although certain 

heuristics can help, overall, the evidence suggests 

humans are becoming less able to detect AI-generated 

content due to the rising quality of language models 

[20]. 

2.3.2. Detection Models for AI-Generated Content 

Detecting AIGT is often approached as a binary 

classification problem [28]. Various models have been 

trained to distinguish between human-written and 

Machine-Generated Content (MGC) [10], and some 

studies also explore attribution to specific generation 

models [24], as outlined in Table 1. 

Recent detectors such as GPTZero-XL (2025) and 

DetectGPT-v2 (2025) demonstrate improved robustness 

and generalizability [46]. These systems utilize 

techniques like perplexity scoring, log-probability 

curvature, and embedding-based classification to detect 

subtle inconsistencies in AIGT [42].  

Table 1 summarizes major studies across diverse 

domains, showcasing approaches ranging from Logistic 

Regression (LR) and LSTM to ensemble methods like 

eXtreme Gradient Boosting (XGBoost) and robustly 

optimized BERT approach-Feedforward Neural 

Network (RoBERTa-FNN) with many achieving 

accuracy levels above 90%. 

Table 1. Overview of key studies on AIGT detection across research domains. 

Research Field Approach used Dataset Outcomes 

Detecting social media disinformation [40]. 
Pretrained detectors like 
RoBERTa-based models. 

News and social media texts. 
Raised concerns about generalizability 

of current detection methods. 

Investigated scientific content [27]. LR on syntax/semantic features. 
Human and AI-generated 

abstracts. 

High F1 score based on structured 

linguistic features. 

Detection scientific paper AI-generated [44].  Word2Vec+LSTM. 
COVID-19 Open Research 

Dataset (CORD-19). 
Achieved 98.7% accuracy. 

Distinguishing academic Science writing in 
ChatGPT [12]. 

Traditional ML on linguistic 
patterns. 

Perspectives articles vs. 
ChatGPT. 

Achieved 99% accuracy. 

Distinguish AIGT in the academic field [3]. ML models (LR, RF, SVM, etc.). 500 Q and A responses. 
RF performed best across tasks (92.5-

93.5% accuracy). 

Differentiate the text generated by ChatGPT in 
two domains (news and social media) [19]. 

ML classifier comparison. 10,000-word samples. 77% overall accuracy. 

Efficiency and authenticity in education and 

research [11]. 

Manual review+ChatGPT-assisted 

generation. 
Research paragraph dataset. 

Literature more prone to MGC than 

abstracts. 

Created an automated text detection model for 

humans and ChatGPT [21]. 
TSA-LSTM-RNN+optimization. Two benchmark datasets. Accuracy: 93.17% and 93.83%. 

Discriminating the articles from Wikipedia or 

ChatGPT [39]. 
DL (CNN), ML (SVM, LR, etc.). 44,162 samples. LR achieved 97% accuracy. 

Detect AIGT writing style in documents [5]. Stylometric+XGBoost/Stacking. Human vs. ChatGPT documents. Up to 98% accuracy. 

Text authenticity and AI-generated content 

detection [17]. 
SBERT, RoBERTa+LR and FNN. 1M balanced samples. 

RoBERTa-FNN achieved 99.95% 

accuracy. 

AI-generated abstracts detection [14]. Perplexity score+AI tools. 50 PubMed abstracts. AUC = 0.7794, up to 95% accuracy. 

 

Despite the tremendous progress in AI-generated 

content detection, notable gaps remain. Many studies 

overlook preprocessing steps like EDA and linguistic 

analysis that could improve model performance. 

Ensemble learning remains underutilized, particularly 

in academic text detection. Moreover, datasets often 

lack diversity in domain representation and class 

balance. 

To address these issues, our study introduces a robust 

pipeline incorporating text cleaning, EDA, and 

linguistic features. We apply ensemble learning to two 

balanced academic datasets AI-generated and Human-

Written academic text (HWAI) demonstrating 

generalizability across contexts. This framework 

contributes significantly to preserving academic 

integrity in the face of evolving AI text generation 

capabilities. 

3. System Design and Methodology 

This study proposes an effective framework to classify 

AI-generated versus Human-Written academic text 
(HWAI). The method integrates advanced 

preprocessing, EDA, linguistic features, and ML 

algorithms, along with ensemble learning techniques. 

The framework achieves research objectives by building 

an organized workflow for data preprocessing, model 

training, and evaluation. The proposed methodology 

integrates comprehensive preprocessing, language 

analysis, and ensemble learning for optimal 
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performance. The use of two diverse datasets enhances 

the generalisability of the findings. Figure 2 below 

provides an overview of the proposed methodology. 

 

Figure 2. Proposed framework. 

3.1. Data Collection 

One of the most important phases of academic content 

processing is collecting data. Given that this is the 

primary factor influencing our prediction, we have 

proposed two publicly available datasets for this study. 

3.1.1. AI-GA Dataset 

• Source: the AI-GA AI-generated abstracts dataset 

consists of texts produced by huge language models 

such as GPT-3, GPT-4, and other similar AI systems. 

These texts were collected from open-access 

repositories, forums, and platforms where AI-

generated content is shared [44]. 

• Content: the dataset consists of a list of titles and 

abstracts, half generated by AI and the other half 

created by humans. The content covers various 

topics, including technology, science, literature, and 

general knowledge. 

• Description: AI-generates abstractions using 

modern language generation methods, particularly 

the GPT-3 model. The original abstracts for the 

research studies on the COVID-19 pandemic come 

from a corpus of published papers. 

• Size: there are 28,662 samples in the AI-GA dataset, 

and each sample has a title, an abstract, and a label. 

The dataset is divided into “original abstracts” with 

14,331 samples and “AI-generated abstracts” with 

14,331 samples, with a total word count of 

approximately 19,813. The label designates whether 

the sample is an AI-generated abstract (labelled as 1) 

or an original abstract (labelled as 0), as seen in 

Figure 3. 

 

Figure 3. Longitudinal section of the AI-GA dataset. 

3.1.2.  HWAI Dataset 

• Source: the HWAI dataset consists of HWT 

collected from academic papers, online articles, and 

essays authored by humans from “Wikipedia.” The 

most current iteration of the ChatGPT model 

produces articles roughly the same size. The sources 

were chosen to represent various writing styles and 

domains, modified in March 2023 [39]. 

• Content: this dataset includes academic research 

papers, opinion articles, and other forms of written 

content produced by humans. The topics covered are 

diverse, including but not limited to science, 

technology, humanities, and social sciences. 

Wikipedia is a fantastic source for high-quality 

articles of various lengths and subjects. 

• Size: the collection of articles consists of four sets. 

We carefully select and annotate the following sets 

of text articles: Set 1 (20–100 words), Set 2 (100–200 

words), Set 3 (200–300 words), and Set 4 (more than 
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300 words). The Corpus comprises 44,138 text 

articles from ChatGPT and Wikipedia, with a total 

word count of approximately 289,503. There are 

22,069 articles in machine-generated and human-

generated text amalgamated categories. The class 

indicates whether the sample text was generated by a 

computer (designated as 1) or by a person 

(designated as 0), as seen in Figure 4. 

 

Figure 4. Longitudinal section of the HWAI dataset. 

3.2. Preprocessing Datasets 

To train traditional ML models and build a framework 

for feature description to distinguish between AIGT and 

human-written material using language analysis, we 

will look at well-established NLP techniques for text 

representation and embedded representation techniques. 

3.2.1. Cleaning Datasets 

Initially, the dataset underwent preprocessing to display 

the text articles in an understandable Word format. To 

be more precise, preprocessing was done on the contents 

of these articles to minimise their dimensionality and 

make categorisation easier [45]; six phases make up the 

cleaning datasets stage: data framing, Tokenisation, 

normalisation, and feature selection of TF-IDF stop 

words [35]. The process of cleaning was done by 

applying Algorithm (1) below: 

Algorithm 1: Proposed strategy of data preprocessing and 

cleaning. 

Input: Raw Corpus of text documents. 

Output: Processed feature set for text classification. 

Begin 

Step 1: Data Preprocessing 

              For each text in the Corpus, do 

                   Remove special characters and HTML tags. 

                      Eliminate line breaks and excessive whitespace. 

                      Normalising text by converting all characters to 

lowercase for uniformity. 

                      Remove stop words that do not contribute to 

meaning (e.g., “the”, “and”, “of”). 

                      Delete any numbers or non-alphabetic characters. 

                      Eliminating the frequent terms in the created text, 

such as “paper,” “study,”. 

              End for 

End 

3.2.2. Exploratory Data Analysis (EDA) 

In any ML workflow, EDA is a critical component, and 

NLP is no exception. The “word cloud,” which is more 

frequently used as a visualisation tool for EDA in the 

context of text data, will be discussed and applied in this 

study [29]. 

The term “wordcloud” refers to a cloud of words that, 

by presenting the words in a corpus at varying sizes, 

indicates the frequency of occurrence of each word. A 

dataset offers a rapid and easy method to determine 

which terms are most frequently used and visually 

examine their distribution [9], as stated in Figures 5 and 

6, including them in the two suggested datasets. 

 

Figure 5. Word cloud of the AI-GA dataset. 

 

Figure 6. Word cloud of the HWAI dataset. 

Word clouds are a straightforward yet efficient 

method for visualising textual data in a clear and 

comprehensible format. We inspected to enhance the 

user experience, facilitating a deeper comprehension of 

the academic material inside their text. 

3.2.3. Linguistic Analysis 

We must carry out a text-cleaning process to guarantee 

that the linguistic analysis of the academic content 

produced by ChatGPT and humans is founded on high-

quality data [21].  

In this subsection, we delve further into the datasets 

supplied by the organisers. Given that the quantity of 

English-language texts is about equal and the 

distribution of both labels is balanced (generated and 

human), We conducted an examination of the texts’ 

lengths from two perspectives (number of words and 

frequent terms) using n-grams (‘1-grams’, ‘2-grams’, 

‘3-gram’, ‘4-grams’, ‘5-grams’), which are the outcome 
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of linguistic analysis, in order to determine which model 

is better appropriate for this processing [15].  

N-grams of text are widely employed in NLP and text 

mining activities. In essence, they are a set of words that 

co-occur inside a specific frame, and to compute the n-

grams, one typically progresses one word at a time (but 

in more complex situations, you may advance X words) 

[45]. The number of n-grams for a particular phrase K 

would be as in the Equation (1) if X=Num of words in 

sentence K: 

𝑁𝑔𝑟𝑎𝑚𝑠𝐾 = 𝑋 − (𝑁 − 1) 

The purpose of using this method is to visualise what 

differences occur in the two datasets, such as the length 

of sentences and the distribution of vocabulary when 

you choose a combination of datasets, detailed n-gram 

frequency distributions for both datasets are provided in 

supplementary Figures 7, 8, 9, 10, 11, and 12. 

 

Figure 7. Use 1-grams for AI-GA dataset. 

 

Figure 8. Use 3-grams for AI-GA dataset. 

 

Figure 9. Use 5-grams for AI-GA dataset 

 

Figure 10. Use 1-grams for the HWAI dataset. 

 

Figure 11. Use 3-grams for the HWAI dataset. 

 

Figure 12. Use 5-grams for the HWAI dataset. 

Algorithm (2), which is executed implementation for 

linguistic analysis as follows: 

Algorithm 2: Proposed strategy of linguistic analysis (n-grams). 

Input: Raw Corpus of text documents. 

Output: Processed feature set for text classification. 
 

Begin 

Step 2: Linguistic Analysis 

              For each preprocessed text in the Corpus, do 

                     Perform Tokenisation by splitting the text into 

individual words or tokens.   

Analyse the text to extract language patterns using N-grams 

(where N=1 for unigrams, N=2 for bigrams, N=3 for trigrams, 

4-gram, 5-gram) and their frequencies using Eq (1). 

                     Identify the most common words and their counts, 

as well as typos and colloquialisms. 

                     Identify words unique to AI-generated and human-

written texts. 

                     Analyse sentence structure, length, and complexity 

based on linguistic patterns. 

                     Compute statistical linguistic features (part-of-

speech distribution). 

               End for 

End 

(1) 
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We found in the figures above that the vocabulary of AI-

generated sentences was significantly less than that of 

human-written sentences in the two types of datasets AI-

GA and HWAI. This is likely due to the nature of 

generative AI, which generates word sequences with the 

highest probability of occurrence. 

Additionally, we have included a list of frequently 

used words that are exclusively used by AIs and those 

that are only used by humans. Some frequent words 

used only by humans come from typos such as 

“because”, “because” and “driveless.” As other 

researchers have pointed out, focusing on typos may 

improve accuracy. Tables 2 and 3 illustrate this. 

Table 2. Frequent words in AI and human text of AI-GA dataset. 

Top 10 5-grams only used by AI Freq Top 10 5-grams only used by human Freq 

presents the findings of a 110 the online version of this 538 

the title of this article 96 the online version of this article 538 

this article presents a comprehensive 95 available supplementary material 530 

presents the results of a 94 material which is available to 530 

The title of this article is 94 contains supplementary material, which is 528 

presents an analysis of the 91 which is available to authorised 525 

presents a novel approach to 84 is available to authorised users 525 

this article presents a novel 80 electronic supplementary material, the online 480 

this paper presents an analysis 78 supplementary material, the online version 480 

this paper presents the findings 77 material, the online version of 480 

Table 3. Frequent words in AI and human text of HWAI dataset. 

Top 10 5-grams only used by AI Freq Top 10 5-grams only used by human Freq 

as a reminder of the 571 it originally aired on the 183 

serves as a reminder of 348 originally aired on the fox 180 

reminder of the importance of 198 on the Fox Network on 156 

is a testament to the 176 series The Simpsons originally 146 

a reminder of the importance 165 on NBC in the united 144 

served as a reminder of 163 NBC in the United States 143 

a popular destination for tourists 148 centres on FBI special agents 143 

it is a popular destination for 136 aired on NBC in the 137 

that tells the story of 133 race between crews from the 136 

home to a variety of 122 show centres on FBI special 127 

 

Depending on the dataset employed, our examination 

of the text length, word count, and frequency of terms 

shows a distinct difference between machine-generated 

and human-generated texts. As we noticed in Table 2, 

where the AI-GA dataset used is academic, it is 

characterised by high consistency. Therefore, we 

observed a significantly lower frequency of frequent 

words in the AIGT. On the contrary, in the HWAI 

dataset, which was just scientific data taken from 

Wikipedia, we noticed in Table 3 that the frequent 

words in the text generated by the AI are much more 

than in the text generated by humans.  

This conclusion suggests that linguistic analysis, 

such as word count or word frequency, and EDA, such 

as ‘word cloud’, could help distinguish between 

literature written by AI and human authors. 

Nevertheless, we conducted a thorough feature 

engineering process to identify additional text features 

that would benefit our methodology. 

3.2.4. Text Representation 

In NLP, text representation is a crucial stage. The 

primary objective is to convert the raw text input into a 

numerical format for various machine-learning models. 

Text representation functions as a mechanism for text 

algorithms to do various NLP tasks, such as machine 

translation, sentiment analysis, and text classification. 

This study will employ the TF-IDF approach for feature 

extraction. NLP and information retrieval use the TF-

IDF method to assess a term’s significance within a text 

or Corpus. Term Frequency (TF) and Inverse Document 

Frequency (IDF), two separate components, are 

combined to generate it [34]. Equation (2) delineates the 

TF component, quantifying the frequency of a term’s 

occurrence in a text. At the same time, Equation (3) 

elucidates the IDF component, attributing less 

significance to often-used terms and enhanced 

significance to infrequently utilised phrases. 

𝑇𝐹(𝑡, 𝑑) =
𝑛𝑡 , 𝑑

∑ 𝑛𝑘 , 𝑑𝑘
 

𝐼𝐷𝐹(𝑡, 𝐷) = 𝑙𝑜𝑔
𝑁

𝑑𝑓(𝑡)
 

A word’s term frequency increases with its frequency of 

occurrence in documents, yet its significance (IDF) 

increases when a word is searched in a particular 

document and occurs less frequently [2]. The result of 

multiplying the TF and IDF components is TF-IDF. 

𝑇𝐹 − 𝐼𝐷𝐹(𝑡, 𝑑, 𝐷) = 𝑇𝐹(𝑡, 𝑑) ∗ 𝐼𝐷𝐹(𝑡, 𝐷) 

Finally, we multiply the TF and IDF from the previous 

phases to obtain the IF-IDF, as illustrated in Equation 

(4). Using the “TfidfVectorizer” on the two datasets, we 

generate a matrix of TF-IDF features that indicate the 

relevance and importance of each word inside the text 

samples. Where the final shape of the AI-GA dataset 

became (28662, 5000) and the HWAI dataset (44018, 

5000). By leveraging the subtle linguistic patterns and 

contextual variations unique to each source, we can 

(2) 

(3) 

(4) 
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utilise this numerical representation in combination 

with a range of ML models to distinguish between text 

produced by ChatGPT and text written by humans. 

Algorithm (3) shows our work by extracting features. 

Algorithm 3: Proposed strategy of feature extraction. 

Input: Raw Corpus of text documents. 

Output: TF-IDF feature matrix for text classification. 
 

Begin 

Step 3: Feature Extraction using TF-IDF 

 Define a TfidfVectorizer with specified parameters 

(max_features=5000, stop_words=“English”). 
 

 Apply the TfidfVectorizer to the preprocessed and 

linguistically analysed Corpus: 

For each preprocessed document in the Corpus, do 

Calculate each term’s Term Frequency (TF) using Eq (2). 

Calculate Inverse Document Frequency (IDF) for each term in 

the Corpus by using Eq (3). 

Compute the TF-IDF score for each term by multiplying TF and 

IDF using Eq (4). 

                End for 

End 

3.3. Detection Models 

We will divide the data into two different sections. The 

first section will be used in data training in our models, 

which is a more significant part of the work, and then 

the other part of the data will be used after training the 

model for the evaluation. We do not recommend using 

the exact data for both training and evaluation, as the 

model will acquire new insights from the data. This 

study will employ a collection of ML algorithms, 

including LR, XGBoost, highly randomised trees, 

Support Vector Machine (SVM), Random Forest (RF), 

AdaBoost, and Stochastic Gradient Descent (SGD), to 

classify GPT-generated text as a binary classification 

task [23]. We will use a classification strategy based on 

the perplexity score and our suggested ML-based 

technique [36]. Perplexity is typically used to assess 

how well language models perform in NLP activities 

like text creation and machine translation. It gauges how 

effectively a language model can estimate a specific text 

[25]. Perplexity quantifies the degree of uncertainty in 

text produced by probabilistic language models. A 

lower level of confusion suggests that the algorithm can 

anticipate the text more accurately. Put differently, 

language models are more likely to create texts with 

fewer perplexities, whereas humans are more likely to 

develop texts with greater perplexities. 

3.4. Ensemble Learning Building 

Our ensemble learning model implements the ‘vote 

classifier’, an ensemble technique that integrates the 

forecasts of many fundamental ML models to enhance 

overall performance. As seen in Figures 13 and 14, the 

base models in this study will vary between the two 

datasets based on the most effective detection. 

 

Figure 13. Ensemble learning of the AI-GA dataset. 

 

Figure 14. Ensemble learning of the HWAI dataset. 
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After selecting the techniques, we can gradually train 

the models using the data. We will assess the model to 

see if it meets our needs. Now, let us check if our 

model’s assumptions are sound.  

4. Results and Discussions 

This section presents the experimental results of the 

proposed framework, detailing model performance, 

evaluation metrics, and insights derived from the 

results. The study evaluates seven traditional ML 

models and an ensemble learning approach using two 

datasets AI-GA and HWAI. 

4.1. Model Training 

After feature extraction and preprocessing, the last step 

is to train several ML models on the two datasets AI-

GA and HWAI to tell the difference between text 

written by humans and text that AI wrote. During the 

training phase, we fit the models to 75% of the entire 

data, comprising the TF-IDF feature matrix and related 

classes (33013, 5000 for the HWAI dataset and 21496, 

5000 for the AI-GA dataset). In this work, we examine 

a variety of models in order to evaluate their respective 

performances and determine which is best for the given 

goal. As shown in Table 4 below, this study examined 

seven ML models in total. 

Table 4. Results for the training models of datasets. 

Models AI-GA dataset (ACC.) HWAI dataset (ACC.) 

LR 98.96 97.2 

XGBoost 99.92 97.64 

ErT 100.00 100.00 

SVM 99.94 99.71 

RF 100.00 100.00 

AdaBoost 95.93 87.71 

SGD 99.77 98.23 

We design each model with the default 

configurations of the scikit-learn package and calibrate 

it to the training dataset. Table 5 illustrates that the 

fitting phase adjusts the model’s parameters to reduce 

the gaps between the expected and actual classes in the 

training data. Utilising this strategy, the model 

proficiently “acquired comprehension” to discern 

patterns in the “TF-IDF vectorizer” properties that 

distinguish ChatGPT-generated text from human-

authored language. 

Table 5. The best parameters utilised for ML models. 

Models Parameters identifier Parameters description 

TF-IDF 

TfidfVectorizer 

(max_features=5000, 

stop_words=”English”) 

“Max features” is to limit the number of features from the datasets for which we want to calculate the TF-IDF scores. 

“Stop Words” are common words that frequently appear in text data but carry little meaning, including (“is”, “the”, 

“and”, “of”, etc.). 

LR 
LogisticRegression 

(random_state=0) 
To ensure consistent outcomes, ML models employ a “Random State” technique to manage any inherent unpredictability. 

XGBoost 
XGBClassifier 

(random_state=0) 

The random permutation of the features at each split is managed by the “Random State”. In order to create a validation 

set, it also regulates the training data’s random splitting. 

ErT 

ExtraTreesClassifier 

(random_state=6, 

bootstrap=True, 
oob_score=True) 

“Random State” presents for decision trees in sci-kit-learn determines which feature to select for a split if there are two 

equally good splits. 

“Bootstrap” is a phenomenon of resampling random observations from the datasets to make a new randomised dataset. 
“Out of Bag (OOB)” score validates the extremely randomised trees model. 

SVM 
SVC (probability=True, 

random_state=0) 

“Probability” typically refers to the SVM classifiers that will enable probability estimates for class labels. 

The creation of pseudorandom numbers to shuffle the data for probability estimations is managed by “Random States.” 

RF 

RandomForestClassifier 

(n_estimators=500, 
n_jobs=10, 

bootstrap=True, 

random_state=42, 
criterion=’entropy’) 

“N_Estimators” indicates how many decision trees will be employed in the ensemble. 
The “N_Jobs” parameter determines the number of CPU cores to use for parallelising the training of individual decision 

trees in the ensemble. 

“Random State” presents for decision trees in sci-kit-learn determines which feature to select for a split if there are two 
equally good splits. 

“Bootstrap” is a phenomenon of resampling random observations from the datasets to make a new randomised dataset. 

“Criterion” establishes the function that each decision tree in the ensemble uses to gauge the quality of a split. 

AdaBoost 
AdaBoostClassifier 
(random_state=1) 

“Random State” is used to control the randomness of the algorithm. It is an integer that serves as the seed for the random 
number generator. 

SGD 

SGDClassifier 

(max_iter=5000, 

loss=“modified_huber,” 
random_state=42) 

“Max_Iter” establishes the maximum number of epochs or iterations the classifier should go through while being trained. 

“Loss,” the loss function that will be applied during training, is specified. The loss function measures the error between 
the expected and actual labels. 

“Random State” is used to control the randomness of the algorithm. It is an integer that serves as the seed for the random 

number generator. 

 

4.2. Model Evaluation 

This categorisation task aimed to discern between these 

groups according to the text’s content. Following model 

training, we assess the models’ performance using 

standard metrics on the testing data, representing 25% 

of the entire dataset, a different subset not utilised for 

training. This section displays the performance of the 

implemented models on the two datasets. By evaluating 

the models’ ability to generalise to new data, we can 

determine how well they function in the “real world.” 

First, we apply typical ML models to two datasets of 

themes with varying word counts. Table 6 presents the 

findings. Making predictions involves using the patterns 

that each trained model learns during training to 

estimate the classes for the testing data. These classes 

comprise the matrix of TF-IDF features for the test 

samples, which indicate whether the text is human or 

ChatGPT. 

We employed criteria like accuracy and Receiver 

Operating Characteristic-Area Under the Curve (ROC-

AUC) scores to assess each algorithm’s performance. 

We evaluated the models based on their accuracy and 
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ROC-AUC. This widely used statistic is unaffected by 

class imbalance and provides a comprehensive 

overview of a classifier’s performance across potential 

classification thresholds. Table 6 allows us to evaluate 

the models’ performance and select the most effective 

model for distinguishing between ChatGPT and human 

text. Afterwards, we can adjust this model and apply it 

to various tasks, including content moderation, 

plagiarism detection, and quality assurance for text-

generating systems. 

Table 6. Results for the testing models of datasets. 

Models 

AI-GA 

dataset 

(ACC.) 

AI-GA 

dataset 

(ROC-AUC) 

HWAI dataset 

(ACC.) 

HWAI dataset 

(ROC-AUC) 

LR 97.72 98.00 95.79 96.00 

XGBoost 97.67 98.00 94.14 94.00 

ErT 96.80 97.00 94.55 95.00 

SVM 98.20 98.00 96.46 96.00 

RF 96.55 97.00 94.23 94.00 

AdaBoost 95.59 96.00 87.29 87.00 

SGD 98.32 98.00 96.35 96.00 

Ensemble 

learning 
98.60 99.88 96.52 99.37 

As indicated by Table 6, the ensemble learning by 

voting classifiers achieved the highest accuracy and 

ROC-AUC of 98.60% and 99.88% for the AI-GA 

dataset; also, in the HWAI dataset, ensemble learning 

by voting classifiers achieved the highest accuracy and 

ROC-AUC of 96.52% and 99.37, whereas the SVM 

classifier had a 96.35% accuracy rate in the HWAI 

dataset and the SGD in the AI-GA dataset achieved an 

accuracy of 98.32%. 

 

Figure 15. CM for ensemble learning on the AI-GA. 

Secondly, the prediction results for the classification 

problem are summarised in the Confusion Matrix (CM). 

Count values have been utilised for describing the 

number of accurate and inaccurate predictions for every 

one of the classes. The CM yields the True Positives 

(TP), False Positives (FP), True Negatives (TN), and 

False Negatives (FN) derivations. The subsequent 

figures, Figures 15 and 16, show a differentiating AIGT 

and HWT CM produced by an ensemble learning model 

employing binary classification on the two datasets AI-

GA and HWAI. 

 

Figure 16. CM for ensemble learning on the HWAI. 

We observe that the CM on the AI-GA dataset has 

the following measurements: TP=3548, FP=45, FN=55, 

and TN=3518. We also see in Figure 16 that the CM on 

the HWAI dataset has the following measurements: 

TP=5383, FP=152, FN=230, and TN=5240. We notice 

a clear difference in numbers between the two figures 

since the HWAI dataset is larger than the AI-GA 

dataset. 

Thirdly, we show the outcomes for our models in 

Figures 17 and 18. However, we employed cross-

validation to achieve the conventional classification 

performance for the two datasets, dividing them into 

75% training and 25% testing datasets based on the 

same recommended partition. We added a metric to 

these pictures: the Standard Deviation (Std). This is a 

way to show how different the evaluation metric (like 

accuracy or ROC-AUC) is across different folds of the 

data during cross-validation. A higher (Std) suggests 

that the model’s performance is more sensitive to the 

choice of training and validation data, indicating 

potential instability or variance in the model’s 

performance. 

 

Figure 17. Cross-validation performance measures of our models 

and Std for AI-GA dataset. 

As we observe in Figures 17 and 18, the models 

maintained almost the same values, while we notice that 

the values in the specificity metric are all high. This is 

very useful in our strategy because We employ a metric 

to evaluate the effectiveness of a binary classification 

model. It quantifies the ratio of TN accurately 

recognised by the model relative to the total number of 
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real negative cases. Conversely, the Std yielded varying 

percentages for each division. 

 

Figure 18. Cross-validation performance measures of our models 

and Std for HWAI dataset. 

4.3. Benchmarking and Framework Evaluation 

We selected the most effective techniques for binary 

classification of the AI-GA and HWAI datasets. Two 

further studies employed identical datasets. 

Consequently, eight models were identified: seven 

classical strategies (LR, XGBoost, Extra Trees 

Classifier (ErT), SVM, RF, Ada, and SGD) and one 

ensemble learning strategy utilising voting classifiers 

(LR, SGD, ErT, XGBoost, and SVM), as seen in Figures 

13 and 14. We evaluated the models’ achievements 

based on their capacity for feature extraction. We 

compared the current study’s results with previous 

research (Table 7). 

Table 7. Baseline comparison of the results of previous studies. 

Previous studies Dataset used Models Accuracy 

[14] Radiology abstracts Perplexity score 95% 

[39] HWAI LR 97% 

[44] AI-GA LSTM-w2v 98.7% 

Proposed ensemble 

model 
HWAI 

Ensemble 

learning 
99.37% 

Proposed ensemble 

model 
AI-GA 

Ensemble 
learning 

99.88% 

The studies enumerated in Table 7 reflect the most 

recent research and the authors of these datasets, as 

elaborated in section 3. The analysis of these studies 

revealed a lack of extensive preprocessing of the 

dataset. On the other hand, the present study 

concentrated on addressing the issue with a four-step 

preprocessing approach, which included cleaning, 

EDA, linguistic analysis, and text representation, as 

outlined in section 4. The accuracy achieved in this 

study surpassed that of prior research, attributable to the 

hyperparameter optimisation across all features utilising 

the ensemble learning model, resulting in an accuracy 

of 99.88%. 

The results show that abstracts written by AI show 

more consistency in linguistic patterns than those 

written by humans, increasing the classification 

accuracy in the AI-GA dataset. Such consistency is 

probably due to optimisation strategies typical for 

AIGT. In addition, ensemble learning proved to be the 

most robust method; it outperformed single models by 

effectively combining predictions and reducing 

variability across datasets. High accuracy and low 

variance during cross-validation validate its excellent 

performance, highlighting its reliability for real-world 

applications. These results underline the functional 

relevance of ensemble learning in solving problems 

related to plagiarism detection and keeping academic 

integrity in scientific publishing, mainly in situations 

where a distinction between AI-generated and HWT is 

essential. 

4.4. Key Differences and Advancements in AI-

Generated Text Detection 

This study advances prior work by introducing 

ensemble learning, TF-IDF features, EDA, and 

linguistic analysis, focusing specifically on academic 

texts. Table 8 compares the previous and current 

approaches. 

• Methodology: the earlier study used Sentence-

BERT (SBERT) and RoBERTa with LR and FNNs. 

The new framework applies interpretable ensemble 

models (voting classifier, SVM, RF, etc.,) with TF-

IDF and linguistic features, improving flexibility and 

transparency. 

• Datasets: while the previous work used a large 

single-source dataset (1M samples), this study 

evaluates across two distinct academic datasets AI-

GA and HWAI, enhancing generalization. 

• Performance vs. Interpretability: although 

RoBERTa-FNN previously achieved 99.95% 

accuracy, the new ensemble model (98.60% on AI-

GA, 96.52% on HWAI) offers stronger cross-domain 

adaptability and explainability. 

• Robustness: improvements include feature-level 

analysis (n-grams, syntax), statistical validation 

(Friedman, Wilcoxon tests), and lower performance 

variance through cross-validation. 

Table 8. Comparison of methodologies and contributions of our previous study. 

Aspect Previous study [17] Current study 

Title Textual authenticity in the AI era. Bridging the gap: ensemble learning-based NLP framework. 

Research focus Detection using embeddings (SBERT, RoBERTa). Detection using ensemble learning, TF-IDF, EDA. 

Methodology LR, FNNs, with SBERT and RoBERTa embeddings. 
Ensemble learning (voting classifier with LR, SGD, XGBoost, 

etc.), RF, SVM, and additional ML models. 

Dataset 1M samples (balanced). Two datasets AI-GA, HWAI. 

Best accuracy 99.95% (RoBERTa-FNN). 98.60% (AI-GA), 96.52% (HWAI). 

Feature extraction Transformer embeddings. TF-IDF+linguistic analysis. 

Novelty Focus on transformer-based classification. Focus on interpretability and real-world utility. 

Contribution Demonstrated transformer power. Introduced robust, interpretable ensemble framework. 

Key findings FNN>LR with RoBERTa>SBERT. Ensemble+linguistic analysis improves generalization. 
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These advancements shift focus from raw 

performance to real-world usability. While transformer-

based methods offer high accuracy, they lack 

transparency. Our ensemble-based model balances 

precision, interpretability, and resilience key traits for 

AI detection tools in academic integrity workflows. 

4.5. Discussion 

These findings have important theoretical and practical 

implications for AI in academic content detection. 

Linguistic analysis showed that AIGTs often use 

simpler vocabulary and sentence structures. This 

pattern, especially noticeable in the AI-GA dataset, 

supports the use of linguistic features as reliable 

indicators in classification. 

Ensemble learning was the most effective approach. 

It combines the strengths of multiple models to improve 

accuracy and stability. This makes ensemble strategies 

well-suited for a large number of text classification 

tasks. 

In practice, the proposed structure can be used for 

actual applications like plagiarism checking, academic 

quality assurance, and content management. Because of 

its high accuracy and low variability, it is a good option 

to use as an AI written text detection tool. 

The study also poses ethical and social concerns. 

Artificially created content left unaddressed could 

undermine the credibility of scientific publishing and 

scholarly work. This research emphasizes that using 

good detection techniques is essential to maintaining 

public and institutional confidence and openness. 

But detection models also pose ethical problems. 

False positives are possible, particularly for non-native 

English authors whose texts might look like AI-

produced patterns. To prevent such risks, thresholds for 

ensemble methods need to be conservatively optimized 

in favor of precision to prevent misclassifying original 

scholarly work. 

Follow-up studies would involve domain-specific 

data sets, in-real-time detection software, and the 

combination of human judgment with AI systems. Such 

measures would enhance the utility of the framework as 

well as drive responsible AI use in academia and in the 

workplace. 

5. Conclusions 

This paper presented an effective framework for 

identifying AI-GA content against HWT and 

confronting a rising concern in academic ethics and fair 

content generation. The research combined EDA, 

linguistics analysis, and ML paradigms with a particular 

focus on ensemble learning models. With two 

heterogeneous datasets, AI-GA and HWAI, the current 

study proved an integrative methodology of augmented 

preprocessing, high-dimensional TF-IDF-based feature 

extraction, and blending all the linguistic patterns, n-

grams, and sentence complexity. In both AI-GA and 

HWAI datasets, the ensemble learning model surpassed 

all the separate classifiers with invariably enhanced 

performance, with accuracy of 98.60% and 96.52% and 

ROC-AUC of 99.88% and 99.37%, respectively. The 

results underline the importance of linguistic patterns, 

such as less diverse vocabulary and simpler sentence 

structures, in AIGTs. Strong ensemble learning methods 

combined with such linguistic analysis position the 

presented framework as an efficient and scalable 

solution for detecting AI-generated content in academic 

and professional settings. The work also emphasizes the 

risks of uncontrolled AIGT, especially in mechanisms 

of peer review, content moderation, and moral 

publishing standards. It thus contributes to cutting-edge 

outcomes and introduces transparency in scholarly 

communication.  

Follow-up papers might expand this foundational 

framework to more datasets for application in specific 

areas and introducing semantic and context facets for 

real-time detection applications and thereby making 

deployment more pervasive. Furthermore, it would 

augment usability in functions by further extending the 

framework towards identifying hybrid text 

collaboratively produced by humans and AI to fix 

dataset bias and generalisation across domains. 

In addition, upcoming research can be directed 

toward integrating Hybrid Quantum Machine Learning 

(HQML) approaches to extend the detection capability. 

Through the convergence of traditional ML and 

quantum algorithmic computational power, HQML can 

likely accelerate learning procedures and unveil deeper 

patterns in linguistic data. This path holds promise for 

scalable high-accuracy models that are very much 

amenable to real-time integration in academic content 

authentication. 
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