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Abstract: A Domain Generation Algorithm (DGA) is a program that generates a large number of spam domain names, cyber
criminals use domain generation algorithms to initiate a malware attack, making it important for cybersecurity teams to identify
the DGA domains and strengthen the organization’s defense against threats. This paper designs a state-of-the-art artificial
Intelligence model for DGI domain detection, which is developed using an innovative fusion of semantic and statistical
modalities. The textual features are processed using the BERT text transformer, while the numerical features are processed using
a simple Multi-Layer Perceptron Network. The model is applied to a dataset of 160,000 Alexa domains labeled as DGA or Legit.
The evaluation of the approach is done based on different measures such as accuracy, precision, recall F1-score and confusion
matrix which showed a promising result for accurately detecting the DGA domains. Our model achieved an accuracy of 0.9932.
The result demonstrated the effectiveness of the model in classifying the domain names and the ability to generalize the model
to other unseen domains and many other real-world scenarios.
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1. Introduction data or information will be stolen [21]. Table 1 shows a
sample of DGA domain and Legit domains as clearly
observed for us that DGA domains are not human
readable and much longer and contains digit.

Cybersecurity plays a pivotal role in our modern world,
as the amount of sensitive and confidential data is
increasing. It protects internet connected devices,

software and data from cyber-attacks. All types of Table 1. Samples of DGA and legit domains.

organizations such as corporations, governments, banks Legit domain DGA domains

and enterprises enforce the cybersecurity to prevent Google.com xxmamopyipbfpk.ru

phishing, ransomware, theft, data breaches and ideally Mit.edu zfdSszpil 8i85wjduyl 3169rg.net
grafamania.net jpqftymiuver.ru

avoid financial losses [9]. One of the most common
threats is the use of Domain Generated Algorithms
(DGAs). DGAs are malicious software used to generate
random and erratic domain names that allow the
malware to receive instructions, upload data or
download a malicious software, thus creating security
risks [38]. DGAs can be classified into several families
which is beyond of our scope here [38]. DGA use highly

gdvance.d approaches to compromisg the end user Wh_iCh These cutting-edge technologies enhance the efficiency
is considered as “stealth mechanism”, the working and accuracy of the domain detection.

principal is visualized in Figure 1 starting with infection DGA detection using deep learning has gained
where the attacker initiates the victim to visit the DGA  gjgnjficant attention from security researchers. Most
domain, then the malware initiate a seed value whichis  gydjes; including those in [27, 29], primarily focus on
a random number generated from time, string, number  |eyeraging  Long  Short-Term Memory  (LSTM)

and exchange rate. This seed will be used to generate networks. These approaches typically involve
domain names which pointed to the IP of command-and- converting domain names into  character-level

control Servers of thfa attackers, after that the installed encodings, identifying sequential correlations through
malware will spread in the network and at the end the the LSTM layer, and subsequently passing the results to

The detection of DGA domains can be a challenging
task, because of the tedious amount of new DGA
domains and their high randomness, which makes
traditional detection algorithms less efficient in
detecting DGA domains. Machine learning and deep
learning technologies have been employed in the field
of cybersecurity, specifically, in DGA detection [38].
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alogistic regression layer for classification [8].
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Figure 1. DGA domains principal of working [11].

Current research on DGA detection predominantly
focuses on deep learning approaches that rely solely on
domain names, without incorporating feature extraction
or additional information. This paper emphasizes the
potential of leveraging text transformers in combination
with numerical feature fusion to enhance both the
efficiency and accuracy of DGA detection. The primary
contributions of this study include the detection of DGA
domains through the fusion of semantic and numerical
features, introducing a multidimensional approach. .In
addition, this research work highlights the significance
of numerical features in comparison to textual features.
Unlike other studies, which rarely investigate feature
embeddings, our approach sets a new benchmark and
makes a significant contribution to the field by
surpassing the traditional methods through the use of
fully connected layers for joint learning of feature
vectors.

The paper is structured as follows: section 2 reviews
recent studies of DGA detection and classification,
section 3 describes the proposed model and
methodology, section 4 presents the obtained results
followed by a detailed discussion, and finally section 5
concludes the paper with recommendations for future
work.

After the text edit has been completed, the paper is
ready for the template. Duplicate the template file by
using the Save As command, and use the naming
convention for the name of your paper. In this newly
created file, highlight all of the contents and import your
prepared text file. You are now ready to style your paper;
use the scroll down window on the left of the MS Word
Formatting toolbar.

1. Literature Review

The detection of DGA domains has been an area of
significant research for many years, particularly in the
realm of traditional machine learning. Recently, there
has been a shift towards exploring more sophisticated
and effective deep learning models for this purpose,
leading to significant advances in the field. This section

provides a review of the literature on both machine
learning and deep learning approaches to DGA domain
detection, with a stronger emphasis on recent
developments in deep learning models.

1.1. Machine Learning Detection Methods

In machine learning researches, a robust feature
engineering has been worked on, in this study [20]
trained and evaluated 14 machine learning and two deep
learning comprehensive models on different datasets
after applying robust feature engineering, some of the
features used: length, entropy, digit ratio, length of
vowels, length of prefix and mean frequency index. The
highest F1-score achieved by MLP with 0.9602 followed
by KNN with 0.9595 followed by XGB with 0.9590 and
RF model with 0.9587 which represents a very good
result for ML [20]. A botnet detection model based on
machine learning model and text mining is used to
analyze DGA domain names by taking advantage of n-
gram features and PCA feature reduction technique [13].
They tested the proposed system using different models
like random forest, logistic regression, SVM, and
decision tree algorithm which resulted with 0.99, 0.93,
0.96 and 0.98 respectively [13].

A  model of heterogeneous model named
HAGDetector in employed in order to get rid of the
sensitivity of the domain length over three stages, first
calculate the length of the domain [16], then use different
feature extraction methods for each length of the domain,
then they used three classification models i.e., the extra-
short DGA, moderate-length DGA and extra-short DGA
domain names. Their proposed model is tested on
DGArchive and Netlab360, which a chevied an accuracy
of 0.9163 for short domain names, and 0.9444 for
moderate length domains and 0.9875 for long domain
length [16].

1.2. Deep Learning Detection Methods

The wuse of deep learning model to classify
algorithmically generated domain is utilized in many
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studies by employing Convolutional Neural Network
(CNN), Recurrent Neural Network (RNN) and Long
Short-Term Memory (LTSM), a review of top researches
will be reviewed in this section. This study [6] utilizes
LTSM and RNN. Their model used the domain names as
input after which it’s transformed into vectors, at the end
fully connected layers and softmax function will classify
the DGA and benign domains. It achieved an accuracy
of 0.99 using AmritaDGA dataset [6]. Another study
[18] also proposed a deep learning methods such as CNN
and LSTM integrated with FastText for text embedding
and extraction, the model was tested on Netlab360 and
University of Murcia Domain Generation Algorithm
Dataset (UMUDGA) and achieved an accuracy of
0.9770 and 0.9742 [13].The goals of this study [17] is to
use only the contextual information features such as
domain names using RNN based classifier. the
experiment is done using Alexa top | million domains
and cisco umbrella popularity list, achieving an accuracy
of 0.87 trained over 15 epochs with 3 layers and 400 cells
[17]. The use of LTSM also proposed efficient DGA
detection method based on bidirectional LTSM [37]
which improved the detection performance compared to
CNN. they measure their experiment by using F1-score
0f 0.9618 and 0.9666 [37].

A multi head attention convolutional neural network
method classifier in built, the extraction of features from
domain names is done by employing shallow CNN, the
model is tested on 360 DGA feeds resulting in a
precision of 0.9868 [26]. Another study [30] which used
different approach and developed a system called
IDGADS using supervised deep learning methods, the
system is used to learn from computable features from
DNS queries without any external source of information.
It achieved an accuracy of 0.99 on DGArchive [30]. This
study [10] used Term Frequency-Inverse Document
Frequency (TF-IDF) to measure to measure the
importance of n-gram in domain names to compare
between the deep MultiLayer Perceptron (MLP) model
results, the results showed a performance of LSTM and
MLP of 0.994 and 0.995 accuracies [10].

A hybrid neural network is developed by using the
CNN and LSTM in parallel network, which was later
trained on a big dataset of known dictionary-based
domain generation [24]. The features extracted from
CNN and LTSM were fed into ANN hidden layer and
then flattened to produce output. The model achieved an
accuracy of 0.9656 [24].

The use of multiple features like domain names,
whois API, and n-gram is utilized in this study [32] the
features were fed into input layer then it fed into
BiLSTM network in order to generate hidden vector,
after that an attention mechanism is used to assign
degrees for the hidden layer. Finally, the result was fed
into the CNN network and fully connected layers. This
has been tested on 360netlab dataset which obtained the
best classification accuracy by 0.9713 [32]. Another

research [15] which propose hybrid CNN-BIiLSTM
which achieve a 0.9311 precision [15].

The use of RNN is also utilized in some studies [25]
using Gated Recurrent Unites (GRUSs) for domain name
detection, without any effort of fracture extraction the
model achieved an accuracy of 0.98 on AmritaDGA
[25].

1.3. Transformer Based Studies

Various mechanisms, based on transformers, have
already been used for detecting DGA domains. In one
study [22], the authors proposed a hybrid embedding
technique to extract text and bigram-level features,
utilizing multi-head attention to detect DGA domains,
and resulting in an impressive accuracy of 0.9896.
Another transformer-based model proposed a multiclass
feature fusion approach [12], using a kernel network for
feature extraction and an attention mechanism through a
transformer encoder. This model was tested on malicious
domains from the 360NetLab and DGArchive DGA
datasets. The model achieved 0.9783 on 360NetLab’s
and 0.9852 using DGArchive for binary classification
and for multi-classification they achieved 0.9391 on
360NetLab’s and 0.9251 on DGArchive [12].

Despite the existence of these related studies, the
challenge of constructing an optimal feature set for
detecting DGA domains across different modalities
remains an open question and need further investigation.
As previously mentioned, most existing research has
focused primarily on using only textual features of
domain names with LSTM [27, 29] or deep learning
methods [6, 10, 15, 17, 18, 24, 25, 26, 30, 32, 37]. In
contrast to studies that used feature fusion or hybrid
embeddings (e.g., [12, 22]), our study introduces a novel
numerical design based on domain specific linguistic
features and structural patterns. Our method integrates
the statistical and structural characteristics derived from
domain names, which is clearly distinguishes our
methodology from that of other studies. We incorporated
N-gram analysis, entropy measures, consecutive
consonant and vowel analysis and digit distribution
analysis. These constructed numerical features with the
text feature fusion enabled the model to capture the
semantic and structural patterns, outperforming both
hybrid [22] and kernel-based [12] fusion baselines.

This research study presents three key contributions:
first, it combines textual features with numerical
features, extracting and utilizing various scales of
representation information; second, it employs a hybrid
deep learning model that integrates a text transformer
with numerical feature embeddings using multi-head
self-attention, which is key component of the
transformer architecture; and third, it distinguishes
between DGA and legitimate domains through a fine-
tuned hybrid deep learning model to achieve optimal
detection accuracy. Finally, this research the importance
of numerical features in DGA detection, proving their
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value in comparison to textual features, which have often
been overlooked in previous studies. The fine-tuned
hybrid model achieved an impressive accuracy of
0.9932, surpassing the performance of all existing works
in this domain.

2. Material and Methods

In this study, a methodical approach was employed to
ensure a systematic and accurate results. Our approach
utilizes a hybrid model that combines both textual
features and numerical features within the learning
process, as shown in Figure 2. The proposed approach

includes data preprocessing, feature extraction, and
feeding the extracted features into a machine learning
classifier, with the output being a classification of the
domain as either DGA or legitimate.

As illustrated in the Figure 2, our state-of-the-art
model leverages only the encoder component of the
transformer for training textual features, while
combining hybrid embedding and CNN training for
numerical features using a multi-head attention
mechanism and dense layers. The subsequent
subsections present a detailed explanation of each
phase of the proposed approach.

[32, 768

i DGA
Sigmoid
Linear —

Figure 1. A general workflow of the proposed model.

2.1. Datasets Description

The dataset was collected from Alexa website ranking
which contains a total of 160,000 domains labeled as
“DGA” and “Legit”, the dataset is balanced as shown in
Figure 3 and made publicly available on kaggle. Alexa
also provided the “top one million” legit domains
dataset [1], which is used as a baseline for legitimate
domains and feature extraction. Both datasets are
publicly available on GitHub and Kaggle.
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Figure 2. Alexa dataset distribution.

2.2. Feature Extraction and Text Preprocessing

In this research study, we conducted a feature
engineering phase prior to modeling to analyze the

domains effectively. within addition to extracting textual
features, we have also performed a numerical feature
extraction to investigate the impact of multimodalities on
DGA detection. The numerical features include domain
length, contains digit, digit ration, vowel ratio,
consecutive consonant ratio, and entropy. These
featureswere extracted from the domain names and are
discussed in detail in the following subsections.

2.2.1. Digit Analysis

Some of the extracted features are based on the analysis
of digits (0-9) in the domain names, such as
contains_digit and digit_ratio, which focus on detecting
the presence of numbers in the domain names. Digits are
often considered as an indicative of DGA domains [36],
as they assist distinguish between human readable and
machine-generated domains. An example of domain
names containing digits is shown in Table 2. As
presented in Table 2, contain digits has two possible
values: true or false, while digit_ratio calculates the
proportion of numeric characters in the domain names,
with a decimal value between zero and one.

Table 2. Sample of digits features.

Domain IsDga | Contains_digit |Digit_ratio
m644136d0.tmodns.net 0 TRUE 0.35
c4wbwpg8lxshopy8a67.ddns.net 1 TRUE 0.25
pub.3gppnetwork.org.
mcdonaldswifi.internal 0 TRUE 0.02381
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2.2.2. Vowel Analysis

Vowel analysis is also a feature engineering in which
we extract new numerical features based on vowel
letters: a, e, I, 0 and u. This kind of analysis help in
supporting the linguistic characteristic of domains
which can be a feature to recognize the DGA domains
[33]. vowel ratio is used to calculate the number of
vowels within the domain names and divide it by the
length of the domain as shown in Table 3.

Table 3. Samples of vowel ration features.

Domain IsDga | Vowel Ratio
m644136d0.tmodns.net 0 0.100000
c4wbwpg81xsbopy8a67.ddns.net 1 0.107143
ub.3gppnetwork.org.mcdonaldswifi.internall 0 0.261905

2.2.3. Consecutive Consonant Analysis

Consecutive Consonant Analysis is another linguistic
feature that evaluates the presence of sequential
consonant sounds within the domain names. This
feature is important because it renders the domain
difficult for humans to read, which serves as a
distinguishing characteristic of DGA domains [34]. An
example of this feature is in Table 4.

Table 4. Sample of consecutive consonant features.

Domain IsDga Consecutlve_(‘?onsonants_
Ratio
m644136d0.tmodns.net 0 0.400000
c4w6wpg81xsbopy8a67.ddns.net 1 0.535714
pub.3 gppnetwo_rk.0rg.mcd0naldsw1 0 0595238
fi.internal

2.2.4. Domain Names Entropy

Typically, entropy measures the uncertainty in
estimating the value of a random variable, indicating the
randomness and unpredictability of characters within a
domain name [3]. In our research, we utilized Shannon
entropy, a widely used concept in information theory
and numerical data analysis. The entropy was calculated
using Equation (1):

H=- Z pilogs(p;) (1)

Where H represents Shannon entropy, Pi is the
probability of i" character in the domain, and the
summation is performed over all unique characters in
the domain name [23]. A sample of domain name
entropy values is shown in Table 5 below. Where higher
values of entropy indicate that the domain is less
human-readable and is more likely to be machine-
generated.

Table 5. Entropy feature.

Domain IsDga | Entropy
m644136d0.tmodns.net 0 3.621928
c4w6bwpg81xsbopy8a67.ddns.net 1 4.235926
pub.3gppnetwork.org.mcdonaldswifi.internal 0 4.225185

2.2.5. N-Gram Analysis
N-gram analysis (where n ranges from 1 to 5) as

illustrated in [5], is highly valuable as it helps identify
meaningful words within noisy, ambiguous and diverse
user inputs. This technique is crucial for tasks like
information retrieval and NLP feature extraction. It
works by breaking down the text into consecutive
sequences of n characters, known n-grams, and
analyzing each n-gram pattern to assess whether a
domain is legitimate or not [7]. In this research study,
we utilized the Alexa top one million domains dataset
[1] as a reference for n-grams. Then, we generated
trigrams, or 3-grams, which, as clearly illustrated in [5]
provide richer semantics compared to 2-grams and 4-
grams. Additionally, trigrams offer a balance between
the increased contextual information it provides and the
effective statistical methods used to handle sparse data
when understanding words. For each domain and
computed the intersection between the domain’s n-
grams and the reference n-grams. Finally, the number of
matching n-grams in these intersections was then
counted. An example of the n-gram data is presented in
Table 6.

Table 6. N-gram features.

Domain IsDga | Ngram_Matches
m644136d0.tmodns.net 0 9
c4wbwpg81xsbopy8a67.ddns.net 1 10
pub.3gppnetwork.org.mcdonaldswifi.internal| 0 33

Numerical and textual features are both used to
enhance the model performance by first tokenizing the
domain name text feature and then fed into BERT text
Transformer which produces a vector of shape [32,
768], then it is integrated with the numerical features
such as n-gram, entropy, consecutive consonant
features, vowel ratio and digits ration. The
aforementioned numerical features are concatenated to
produce a combined vector, which is fed into MLP feed-
forward neural network. As clearly shown in Figure 2,
the output of BERT encoder of shape [32, 768] and the
output of MLP of shape [32, 128] are concatenated to
produce a vector of [32, 896] in which it’s passed to
linear layer. This concatenation improves the
performance of the model by making use of rich and
diverse modalities through the process of features
engineering, the model will learn from multi-modalities
representations of numerical and text features which
will increase the robustness of the model and reduce any
chance of overfitting.

2.3. Proposed Model

After extracting the new numerical features from the
domain names, we proceeded with modelling the
proposed approach to detect the DGA domains. For this,
we employed the BERT text transformer, leveraging its
attention mechanism for enhanced performance.

2.3.1. BERT Model Structure and Parameters

Bidirectional Encoder Representations Transformers
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(BERT) is a language representation model proposed by
Google researchers of Jacob Devlin, Ming-Wei Chang,
Kenton Lee and Kristina Toutanova which uses a
combination of masked language modeling objective
and next sentence prediction [14]. Thus, BERT text
classifier, represented the best transfer learning has
outperformed traditional ML models [31]. The BERT
model requires text data format as input, then the input
token must be modified. It requires two steps of
preprocessing, first: Canonicalization, where numbers,
punctuations, and special characters are removed and
some uppercase characters are converted to lowercase.
Second: Tokenization, using the Bert-base-uncased
transformer, tokenization is done by separating the input
text into new entities called tokens and transforming
them into numerical format in order to be processed by
the model [28]. Figure 4 shows the architecture of the
transformer model, as a neural sequence transduction
model, it has an encoder-decoder structure. The encoder
contains N identical layers, each one of N layers has two
components, multi-head self-attention mechanism and
fully connected feed-forward network with residual
connection and normalization between each layer. On
the other hand, the decoder is also consisting of N
identical layers with two sublayers exactly same as
encoder with modified multi-head attention sublayer
which is responsible on preventing positions from
attending to subsequent positions [19]. In this research
study, we used BERT base which is configured as in
Table 7, model specifications.

Output
Probabilities

Add & Norm
Feed
Forward
Add & Norm
Ad¢ & Norm Multi-Head
Feed Attention
Forward Nx
. Add & Norm
Add & Norm Masked
Multi-Head Multi-Head
Attention Attention
A%t * A%t 2
. pr—)
Positional g @ Positional
Encoding Encoding
Input Output
Embedding Embedding
Inputs Outputs
(shifted right)

Figure 4. BERT text transformer structure [19].

Table 7. BERT transformer model specifications.

Transformer layers 12
Hidden size 768
Attention heads 12
Parameters 110

2.3.2. Attention Mechanisms

The self-attention mechanism [31] Differs from
traditional attention mechanisms in that it directly

captures relationships between features within the same
sequence, allowing feature extraction and context
acquisition to be processed in a unified manner. This
mechanism has proven to be able to effectively compute
the long-range dependence of features. In our
experiment, we incorporate BERT to evaluate its
effectiveness in text classification when used as a fixed
feature extractor, following the approach proposed by
[7]. More specifically, we use the bert-base-uncased
version, which consists of 12 layers, 12 attention heads,
and a hidden size of 768, resulting in a total of 110
million parameters. As BERT is not fine-tuned in our
setup, its parameters remain frozen during the training
process as suggested by [7].

2.3.3. Multi-Layer Perceptron (MLP)

The numerical features are fed into MLP. Perceptron
which is the most basic form of neural network
architecture without hidden layers. This neural network
simplest form that can be used for classification
problems by taking input, applying some weights,
summing them and applying the activation function. In
this work, we used RelLu activation function which is
the typical one for simple MLPs [35].

2.4. Model Training and Evaluation

Prior to model training, it’s important to adjust the
model hyperparameter; these parameters control the
learning process and evaluate the model performance on
unseen data. it optimizes the performance metrics by
testing different set of hyperparameter combinations to
ensure the robustness and realizability of the model.
This subsection describes the training parameters and
evaluation metrics used in our DGA detection model.

2.4.1. Hyperparameter Fine-Tuning

The optimization of model hyperparameters has
considered in order to adjust the training process,
examples of hyperparameters are shown in Table 8. The
selection of tokenizer, loss function, dropout rate, batch
size, scheduler, optimizer, weight decay and number of
epochs. During the tokenization phase the bert-base-
uncased tokenizer is used because it’s the most efficient
tokenizer in the field of domain classification. The
model was first trained with default parameters then it’s
tuned for the optimal results. As shown in Table 8, a
learning rate of 2e-5 guaranteed the optimal results with
a weight decay of 1le-4, which is the default
implementation of 12 regularization [4], tradeoffs
between these two main hyperparameters have been
done in order to make the best of the model. AdamwW
optimizer was used since it’s the most efficient in
handling the weight decay, the model was fully
converged with 5 epochs and stopped after two
performance degradations. The Binary Cross Entropy
Loss function was used because it’s very effective for
binary classification tasks. Furthermore, a learning
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scheduler is used to dynamically tune the learning rate
during the training process, which can help the model to
converge and avoid getting stuck in the local minimum
[2], we used ReduceLROnPlateau scheduler with
scheduler patience equal to two consecutive epochs.

Table 8. BERT-MLP hyperparameter tuning.

Parameter name Value
Tokenizer bert-base-uncased
Loss Function BCEWithLogitsLoss
dropout_rate 0.4
batch_size 32
scheduler ReduceLROnPlateau
scheduler patience 2
optimizer AdamW
epochs 5
Learning rate 2e-5
weight decay le-4

2.4.2. Model Evaluation

A lot of performance metrics are used to evaluate the
proposed model, which include accuracy, confusion
matrix, precision, recall, and F1-score. These metrics
are calculated for our model as the following equations:
Where TP is the true positive, TN is the True Negative,
FP is the false positive and FN is the false negative. The
accuracy, as shown in Equation (2), measures the
model’s overall performance. Precision, defined in
Equation (4), indicates the rate of correct predictions
among all positive predictions. In our study, precision
represents the proportion of correctly predicted DGA
domains out of all domains predicted as DGA or
legitimate. Higher precision values indicate fewer False
Negative (FN) cases. Recall, also known sensitivity and
represented in Equation (3), measures the proportion of
actual positive cases that are correctly identified by the
model. In this research work, recall focuses on the
proportion of correctly classified DGA domains out of
all actual DGA domains. Also, higher recall values
suggest fewer FN cases. The F1 score, shown in
Equation (5), combines both the precision and recall
into a single metric by calculating their harmonic mean.
The significance of the F1-score lies in it is ability to
balance the impact of both false positives and false
negatives, providing a more comprehensive evaluation
of the model’s performance.

A _ TP +TN (2)
CCUracY =Tp TN + FP + FN
TP
Recall = m (3)
. TP
Precision = TP+ FP 4)

Precision X Recall

(®)

F,=2x

Precision + Recall

3. Results and Discussion

In this section, the presented the results obtained by
applying our proposed methodology on the Alexa DGA
domains dataset will be presented. Feature engineering

such as numerical feature extraction and text
embedding, is fused into the BERT transformer in order
to achieve the best results of the DGA detection.

3.1. Training and Validation Accuracy and Loss
Analysis

The accuracy and loss curves are considered the most
important metrics to measure the model performance
and generalization ability. For the hybrid BERT
transformer model, both curves are steadily decreased
and increased, respectively, in the first three epochs as
shown in Figure 5-a) and (b). The training was stopped
at epoch 5 where the loss values are almost zero. On the
other hand, the training accuracy reached its maximum
value of 1.0 while the validation accuracy is 0.9932.
This result indicates that the model fits the data very
well, with minimal signs of overfitting.

The training has been fluctuated at epoch 4, the
validation accuracy did not improve or match the epoch
3 which cause the early stop to be triggered and stop the
model training at epoch 5. In general, the accuracy
curves show a stable upward trend, while the loss curves
show a steady downward trend, indicating the models’
stabilization and generalization of the model.

Training and Validation Accuracy
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Figure 5. Performance Metrics Evaluation.

3.2. Classification Report Analysis

The Classification report provides very important
performance indicators such as Accuracy, Precession,
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Recall, F1-Score. The classification report shown in
Figure 6 illustrates that model performs perfectly well
on both classes of “DGA” and “Legit” achieving highest
accuracy of 0.9932 and highest precision, recall and f1-
score of DGA as 0.9935 0.9928 and 0.9932
respectively. The very high values of recall and
precision indicate that the model has very few cases of
false positives and false negatives for both classes.

Classification Report:

precision recall fl-score support

Legit 0.9928 0.9935 0.9932 16000

DGA 0.9935 0.9928 0.9932 16000
accuracy 0.9932 32000
macro avg 0.9932 0.9932 0.9932 32000

weighted avg 0.9932 0.9932 0.9932 32000

Figure 6. Classification report.

3.3. Confusion Matrix Analysis

For more details about the TP, TN, FP, and FN for each
class we have taken advantages of the confusion matrix,
depicted in Figure 7. It visualizes the performance of the
classification model by summarizing the number of
predictions that are true positives, true negatives, false
positives, and false negatives for each class, with the
diagonal representing correct predictions, and it’s clear
that for Legit the model successfully predicts 15896 out
of 160000 and for DGA it successfully predicts 15886
out of 160,000 which reveal the state of art in the model
used. Both the confusion matrix and the classification
report show a very strong performance of our hybrid
text transformer. With very high accuracy and reliability
for both binary classes.

Confusion Matrix

14000
12000
10000

- 8000

True Labels

- 6000

- 4000

-2000

'
Legit DGA
Predicted Labels

Figure 7. Confusion matrix.

3.4. Features Importance

To further demonstrate the effectives of numerical features in
the domain of DGA detection, we calculated the gradient
magnitude of these features. As shown in Figure 8, the
numerical features have achieved an unneglectable importance
compared to text features. More specifically, the numerical
features have a gradient magnitude of 0.007. The absolute
importance of each numerical feature is visualized on Figure
8-a), confirming that the model relies heavily on the numerical
features extracted earlier. As shown in Figure 8-b) the most

importance numerical features are Entropy, followed by
contain-digit, and then connective-consonants-ratio, where the
least important feature is the digit-ratio.

Gradient-Based Feature Importance

Domain

Numerical
features

0.000 0.005 0.010 0.015 0020 0025

a) Gradient feature importance for text and numerical featurs.

domain

Entropy

Contains digits

Consecective
constants ratio

N-grams
matching

Domain length l
Vowel Ratio I

Digits Ratio

0.000 0.005 D,dlﬂ 0.015 0.020 0.625

b) Decomposition of numerical features importance.

Figure 8. Features importance for text and numerical features.

3.5. Models Comparison

The results presented in Table 9 provide a comparison
between the performance of the proposed model and the
recent transformer and neural network-based studies.
One can see that the proposed model outperforms the
other related studies in terms of accuracy and
generalization to various datasets. Although traditional
Neural Network methods, such as RNN and CNN [30,
37], achieved notable results, they only used just the
domain name text features. In contrast, our proposed
model utilized a combination of textual and numerical
modalities such as domain names, digits-based features,
vowel-based features, entropy, N-gram, consecutive
consonant features. Our model outperformed the results
of CNN by 0.53%. On the other hand, when compared
to other transformer-based studies that utilized text
transformers, the incorporation of multimodalities and
the fusion of numerical features resulted in a 0.73%

improvement accuracy.
Table 9. A comparison of the results achieved with the state of the
art.

Method Model ACU | Year
[30] RNN 0.988 | 2024
Neural network [26] CNN-BiLSTM 0.9311 | 2023

traditional method 09713 | 2023

[37] CNN-BIiLSTM
[24] DGA Domain Detection
Based on Transformer and Rapid| 0.9391 | 2024
Selective Kernel Network
BERT Transformer+ numerical

features fusion

Transformer based
studies

Proposed model 0.9932 | 2025
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4. Conclusions

The growing prevalence of DGA domains poses a
significant threat to cybersecurity, leading to both
security vulnerabilities and financial losses. This paper
demonstrates the effectiveness of utilizing a hybrid
approach that combines text transformers with
numerical feature, specifically the BERT transformer,
for the early and accurate detection of DGA domains.
The model achieved an impressive accuracy of 0.9932,
demonstrating its reliability in detecting malicious DGA
domains. This high accuracy is essential for early
detection, which significantly reduces the risk of
compromise by a malicious software, and thereby
enhancing the security of the enterprises and end-users.
In this work, an advanced feature fusion method was
developed, which integrates numerical features using a
fully connected feedforward network, which played a
vital role in improving the performance of the proposed
model, and thus ensuring robustness against variations
in DGA:s.

In addition, the evaluation metrics, including an F1-
score of 0.9932, along with the confusion matrix,
demonstrate exceptional agreement and performance in
detecting the DGA domains. These metrics not only
validate the effectiveness of the proposed model, but
also highlight its generalizability and applicability to
unseen data. The results underscore the urgent need to
address the threat of DGA domains and advocate for the
integration of Al-driven tools in cybersecurity to
combat issues such as theft, phishing and data breaches.
Future research should focus on expanding these models
with larger datasets and exploring additional deep
learning architectures to translate these advancements
into practical applications. Moreover, the use of
explainable Al (XAl) techniques will be crucial for
interpreting the decision-making process in DGA
domain detection.
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